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Abstract

The destructive re-entry of space debris such as upper-stage launchers and non-operational satellites
involves a wide range of coupled thermo-chemical and thermo-mechanical ablation processes. Within
the Design for Demise (D4D) paradigm, ensuring that disintegration leads to an admissible on-ground
casualty probability requires a reliable prediction capability for these complex phenomena. Among
the materials of concern, glassy components—commonly used in high-precision optics and scientific
instruments—pose a particular challenge, as their ablation behavior involves melting, shear removal,
and evaporation, with the coexistence of gas, liquid, and solid phases. A critical aspect of this behavior
is the evaporation process and the subsequent injection of vaporized species into the surrounding high-
temperature reactive flow, both of which remain insufficiently understood and difficult to model with
confidence.

In this work, we develop advanced models and numerical strategies to describe these processes in
detail. The governing equations are formulated for each phase, and the interface balances that couple
them are derived with particular emphasis on evaporation modeling. A staggered coupling strategy is
implemented to carry out simulations of a VKI's Plasmatron experiment performed on a quartz sample,
representative of glassy materials.

The numerical results demonstrate good to very good agreement with experimental measurements,
despite the complexity and multi-physics nature of the problem. The simulations provide new insight into
the interplay between evaporation and the injection of species into the surrounding flow, shedding light
on mechanisms that strongly influence the ablation rate. These results constitute a first validation of the
proposed physical models and numerical methodology, and they open the way for broader application
under different conditions. Future work will include sensitivity analyses to identify key parameters, as
well as the consideration of more complex evaporation mechanisms to refine predictive capabilities for
D4D applications.
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1. Introduction

The destructive re-entry of upper stages launchers and nonoperational satellites involves complex
physico-chemical interactions between the impacting high-enthalpy flow and the degrading material.
Similarly to ablative thermal protection systems (TPS), those objects are subjected to thermo-chemical
and thermo-mechanical ablation processes for which a deep understanding and a prediction capability
are required in the design phase. Contrary to TPS that are designed to sustain a maximal accumulated
heat load, re-entering launchers and satellites must follow the Design for Demise (D4D) paradigm ac-
cording to which the disintegration of the space debris shall lead to an admissible on-ground casualty
probability threshold. Rethinking the design principles of such complex pieces to meet this threshold
while ensuring their nominal operation requires a profound understanding of the processes at play. This
work aims to contribute to this objective through the development of advanced models and simulation
techniques, supported by validation with experimental data. It has been carried out in the framework of
the ESA GSTP activity “Validation of Space Debris Demise Tools Using Plasma Wind Tunnel Testing and
Numerical Tools” (led by the von Karman Institute, VKI), concluded beginning of 2025. This work specif-
ically focuses on the thermo-chemical ablation of a class of materials that are hardly demisable, hence
critical for the D4D strategy, which are the glassy materials that are typically found in high-precision
optics (lenses, mirrors) and scientific equipment on-board of satellites. Those materials exhibit a pe-
culiar ablation behavior involving melting, shear ablation and evaporation processes and the presence
of three phases (gas, liquid, solid). Its modeling necessitates the formulation of various complex and
interdependent physical mechanisms. In particular, the evaporation process and the subsequent in-
jection of vaporized species into the surrounding gas warrant special attention, as they remain poorly
understood and their modeling is subject to significant uncertainty. We therefore propose to investigate
these aspects in the present work, that builds upon studies such as [25, 8, 71].

The structure of the paper is as follows. We first detail the physico-chemical models, presenting the
governing equations in both the gas and condensed phases, together with the interface balance con-
ditions. The numerical methodology is then briefly outlined. This is followed by the presentation and
discussion of numerical results obtained for a configuration replicating an experimental setup. Finally,
conclusions and perspectives are provided.

2. Physico-chemical models

2.1. Gas phase - compressible multispecies reactive models

The gas phase is governed by the chemical non-equilibrium (CNE) compressible multispecies Navier-
Stokes equations [24]:

65: +V(p7U):*VJ7+w7, VZGSg
%Jrv-(pu@u):—VPJrV-'r, (1)
OpE

%Jrv-(pﬂu):—v.q+v-(7.u)+wT.

where S, is the set of gaseous species, p; is the partial density of species 4, J; is the species diffusion
flux, u is the velocity vector, w; is the production rate of species : due to chemical reactions, wr is
the heat release due to chemical reactions, P is the thermodynamic pressure equal to the sum of the
partial pressures by Dalton’s law, T is the viscous stress tensor, q is the heat flux, E is the total energy,
and H is the total enthalpy. The transport and thermodynamic properties as well as chemical reaction
rates are provided through the interfacing of the gas solver with the Mutation++ library [26]. Further
explanations follow below.
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Transport properties The species diffusion flux J; of species i follows a multispecies Fick's law with
Ramshaw projection [23]:

M, M;
Ji = —pDi,mﬁZin + pYi jezs: Dj,mﬁjvxj’ )

where z; and y; are the molar and mass fractions of species i, respectively, M; is the molar mass, M
is the mean molar mass of the mixture, and D, ,, = 1*%1 is the effective diffusion coefficient of

Jj#i Dyj
species 7 in the mixture, with D,; the binary diffusion coefficient between species i and j.
The viscous stress tensor is defined as:

— {Vu + (V)T — %(v . u)I] , 3)

where p is the dynamic viscosity.
The heat flux g is expressed as:

q=-AVT+p> higiVi, (4)

)

with X\ the thermal conductivity of the mixture, h; the enthalpy of species ¢, and V; = % the diffusion
velocity of species i.

Because the vaporized species we consider, i.e. Si, SiO and SiO,, are not included in the default trans-
port database of Mutation++, we had to provide two parameters, namely dipole polarizability and the
effective number of electrons for those species, whose values are given in Table 3. Those parameters
are used by Mutation++ in the phenomenological Pirani potential [22] through correlations formula
given by [16] in order to evaluate the collision integrals appearing in the computation of the transport
properties.

Thermodynamic properties For a mixture of ideal gases, the thermodynamic properties are the sum of
the quantities for pure species weighted by the composition of the mixture. Therefore, the gas mixture
energy, resp. enthalpy, is a linear combination of the species energy, resp. enthalpy,

=3 yiedT), WT) =Y yihi(T)

i€S, i€S,

The enthalpy of a pure species can be separated in sensible and chemical enthalpies,

T
hi(T):/ ¢, dT+ 1Y, | (5)
Ty i
chemical
sensible

where ¢,, is the heat capacity at constant pressure and h0 is the formation enthalpy defined at a chosen
temperature T,. Therefore, in the energy equation, an addltlonal term should consider the formation
enthalpy of the species produced:

= > @ihf, (6)

i€S,

We use the NASA-9 database [20] through Mutation++ to obtain the properties of pure species as a
function of temperature.

Chemical kinetics A reversible chemical reaction r in the set of all homogeneous reactions in the gas

R, can be expressed as
Z vi.B; == Z Vi Bi, Vr e Ry, (7)
i€Sy i€S,
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where B; is the chemical symbol for species : € Sy, and v/, and v/, are the forward and backward stoi-
chiometric coefficients for species i in reaction r. From the law of mass action, the chemical production
rate is
w; = M; Z ViePry Vi€ Sy, (8)
r€Ry
where v;,. = v/l — v}, and the rate of progress of reaction r is given by

PT _ k{ H (ﬁ)yw _ks H (

i€S, i€S,

’

' ) T WreRm,, 9)

pi
M;

which represents the direction of the reaction, i.e, going towards the destruction of the reactants (P,
> 0) or products (P, < 0). The forward rate &/ follows an Arrhenius-type empirical law given by

kI(T) = A TP exp (;) , VremRr,. (10)
The backward reaction rate satisfies the equilibrium relation
kL(T)
ENT) = L 11
T( ) Keqﬂn(T) ( )

with the equilibrium constant of the reaction Keq,. The chemical reaction rates are directly provided
to the gas solver through the Mutation++ interfacing. The chemical reactions involving the vaporized
species that are considered in this work are listed in Table 4.

2.2. Condensed phase - incompressible phase-transformation model

The condensed phase is modeled using the classical enthalpy—porosity formulation [6]. This set of
equations is similar to the incompressible Navier—Stokes equations, with additional terms introduced to
account for the solid-liquid phase change and the dynamics of the mushy zone:

V.-u=0,

ou

pa+pu.Vu:—vp+V'T+s(u)’ (12)
H

P U VH =V (sVT),

where x is the thermal conductivity. The viscous stress tensor for this incompressible flow is expressed
as:

T =p(Vu+vu’). (13)
The total enthalpy H is given by:
T
H= [ ¢ dT+ fi\hm, (14)
* Tref

where ¢, is the specific heat capacity at constant pressure, f; is the liquid mass fraction, Ah,, is the
latent heat of fusion. To allow differentiation, the liquid fraction is defined as a smooth function of
temperature near the melting point:

1 T—T,,
fi= 2 {tanh (Tqu - Tsol) - 1} ’ (13)

where Tjiq and T, are the characteristic temperatures of the fully liquid and fully solid states, respectively
and T,, the average between the two. Finally, the momentum source term S(u) is expressed as a
momentum sink term that penalizes flow in solid regions:

(1= f)?
S(u) = -C———u 16
( ) fl3 + € ( )
where C ~ 102 is a penalization constant (Carman—Kozeny type) and ¢ ~ 10~2 avoids division by zero.

The second term mimics the resistance to flow in solid or partially solid regions, treating them as a
porous medium with vanishing permeability as f; — 0.
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Thermophysical properties The thermodynamic and transport properties of the condensed phase, here
SiO,, are implemented as polynomial functions of the temperature in Mutation++ whose coefficient are
found by curve-fitting with empirical data, mostly coming from [21]. As examples, the curves of enthalpy
and dynamic viscosity of SiO, are plotted in Fig. 4.

2.3. Interface balances

To couple the two sets of governing equations, Eq. 1 and Eg. 12, balance conditions at the interface
are required. By considering a control volume around the interface, noted T, that includes both phases,
one can express the generic so-called jumps conditions as follows [12]:

[[p(u —ur)]] - ne = [[F]] - np + P, (17)

where ¢ is an intensive physical quantity, ur is the interface velocity (distinct from the fluid velocity
if mass transfer occurs), nr is the interface normal vector, F is the flux of the quantity coming from
the phase bulk, and P¢ is the interface production/destruction term. Note that we neglect here the
interfacial inertia as well as the line flux along the interface (responsible for instance for surface tension
effects). The jump operator across the interface at a position x € T" for some quantity » defined in the
bulk of each phase is given by

(] = (nelr —mglr),  with nelr = lim_ (X +enr). (18)

e—0,e>0

In the remaining of this section, the quantities identified as e, refer to the gas phase while the ones
written as e, belong to the condensed phase. In this work, we do not solve the two sets of governing
equations strongly coupled through those jumps conditions. We rely instead on a weak coupling in
which each solver takes the quantities coming from the other as constant. The jumps thus become
boundary conditions to be applied to each solver.

Gas interface boundary conditions By considering the mass species balance, momentum and total
energy from the gas perspective, the boundary conditions we impose in the gas solver on the phase

interface read as: '
Ji7g ‘Np = pi,gug ‘N — Wi g,T Vi € Sg7

Tg~n1"ZTC'nF—FmF(Ug—Uc)+(pg—pc)1'nr,
Tg:T‘la
Ug:mF/pgnF,

where I is the identity matrix and w; , r is the production/destruction rate of species 7 at the interface,
that can be split as evaporation/condensation reaction and catalytic reaction:

(19)

. __ -evap - cata
Wig I = W; o1 + Wi g (20)

The net mass flux across the interface is obtained by summing the production/destruction rates w; 4
of each species, i.e.

. - evap - cata
mr = Z Wi g T Z Wi, - (21)
i€S, i€8,
———

=0
Let us remark that we impose two Neumann-type boundary conditions on the mass diffusion and mo-
mentum diffusion fluxes and two Dirichlet-type boundary conditions on the surface temperature and
velocity. The condition on the temperature could have been replaced by a Neumann condition on the
heat flux (both should be equivalent at convergence) but we obtained better convergence behavior with
this choice.

Condensed phase interface boundary conditions Similarly, on the condensed phase side, we impose
the following Neumann boundary conditions:
TeNp =Ty N +ir (Ue — Ug) + (pe — pg)I - Nr,

. — . — . — . —_ y —_ 4— 4 (22)
(Tc Uc qc) nr_(Tg ug qg) Nr mFAhvap EU(TC Too)’
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where ¢ is the surface emissivity, o the Stefan-Boltzmann constant and T, a reference temperature.
Ahyagp is the latent heat of vaporization. Note that in principle, the difference of total enthalpies, H,— H.,
should be used instead of the latent heat, by taking care of using enthalpies defined relative to the
same reference state. However, the approximation we do here, that is very common in the literature,
is justified by the fact that the latent heat dominates the enthalpy jump at the interface, even when
the interface temperature differs from the saturation temperature. Furthermore, let us observe that
the interface mass balance, which is not directly present in the boundary conditions we specify for the
liquid, is used to prescribe the velocity of the moving interface as

Ur = U, — T (23)
Pe

Evaporation and catalytic reactions Finally, to close the set of interface balance conditions, one needs
to specify a model for ;"% and w®3.. For the catalytic reactions, we rely on the so-called *~" model
via Mutation++ [4]. It describes catalytic reactions as macroscopic, non-elementary processes of the
form:

B+B — B,

In order to determine the chemical production term for this kind of catalytic reactions, a probability for
recombination ~ is defined for each recombining species B as:

Y= Frec/Fimpa

where F;,,,, is the flux of species B impinging the surface and F,.. is the flux of species recombining at
the surface. This probability is the input parameter for the model. The catalytic reactions considered in
this work, with their recombination probabilities, are listed in Table 2.

For what concerns the mass flux due to evaporation/condensation phase change, we opt for a general-
ized Hertz-Knudsen model of the form

M,;
.evap _ % evap pvap cond p.
Wig,I = 2r RIT (ai L Pl) ’ (29)

where o§'® and o™ are adjustable coefficients that can model out-of-equilibrium effects in the Knudsen
layer adjacent to the surface, P®" is the equilibrium vapor pressure of species i and P; is the partial
pressure of that species in the gaseous mixture [5]. This kinetic-based expression, by considering the
dynamics between evaporation and condensation fluxes of particles, allows modeling non-equilibrium
effects and resistance to interfacial mass transfer, contrary to thermochemical equilibrium models. The

last ingredient we need is an expression for the vapor pressure as a function of temperature. We
consider the August form of the Antoine equation,

PY%(T) = exp (Ai - ?) , (25)

where the coefficients 4; and B, are coefficients fitting a curve Py®(T"). This curve is here obtained
for the single evaporation reaction SiO,(c) == SiO,(g) by minimizing the total Gibbs free energy of the

combined gas—condensed system at fixed temperatures and pressures [8]. The evaporation parameters
used for the simulation are listed in Table 2.

3. Numerical methods

The simulation performed in this work has been carried out with the multiphysics Argo platform devel-
oped by Cenaero [14], and interfaced with the open-source Mutation++ library. Argo offers high-order
spatial discretization of the governing equations by means of a Discontinuous Galerkin (DG) scheme.
Implicit time discretization is employed to deal with the stiff phenomena considered here. A first-order
and explicit weak staggered coupling strategy is adopted to exchange information between the gas
and the condensed phase solvers. The workflow is as follows. First, the gas solver is converged to a
steady-state solution on a conformal mesh by performing time-marching. The gas quantities appearing
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in Eq. 22 are saved and are interpolated by the condensed phase solver on the interface position. This
solver runs an unsteady simulation and relies on the eXtended DG method to consider moving interface
problem in an unfitted way, i.e. by keeping the mesh fixed and by tracking the interface with a level-set
function [13]. Once the coupling time is reached, the condensed phase solver stops and transfers its
quantities appearing in Eq. 19 to the gas solver. A conformal mesh is automatically regenerated based
on the updated position of the interface by using the open-source mesher Gmsh [11]. The gas solver
then starts again and the process continues. This strategy is illustrated in Fig. 1.

ﬂ Python script to ensure

C d exchange of

. GSMH python
Incompressible enthalpy- script to remesh

porosity solver Gmsh

—

Solve material solver
e steady state "W mes
SON;'O'VIJELT:%( tate with XDG (time marching ’\iﬁé ;;Iem]; 2?'
conforming JDG Comverged > accounting for surface flow ¢
g recession) :

Fig 1. Workflow of the staggered solver adopting a weak coupling strategy between the gas and the
material domains

4. Validation of numerical simulations against experimental data

4.1. Set-up

Experimental conditions and flight extrapolation The experimental test we propose to numerically repli-
cate is the one conducted in the VKI's Inductively Coupled Plasma (ICP) Plasmatron facility on a hemi-
spherical Quartz sample in subsonic conditions [10, 9]. The conditions characterizing this test are listed
in Table 1 and are such that evaporation is expected to be the driving ablation mechanism (which has
been confirmed experimentally). Note that while a complete duplication of re-entry flight conditions
is not feasible around a scaled model in a ground facility, a local duplication can be achieved around
the stagnation-point region following the Local Heat Transfer Simulation (LHTS) methodology [2]. This
approach has been applied here to set the facility operating conditions.

Mgas  Pel De z R  Testgas
g/s kW mbar mm mm
16 292 100 385 25 Air

Table 1. Plasmatron test conditions. 7igas the supplied mass flow rate of gas, P the electric power
to the coil, p. the chamber pressure, =z the distance between the torch exit and the sample stagnation
point, R the radius of the frontal hemisphere.

Simulation set-up The computational domain with the associated boundary conditions is presented in
Fig. 2. As explained earlier, we rely on a loosely-coupled simulation framework in which the gas and the
material domains exchange boundary conditions at some pre-defined frequencies, that are the following
ones for the present case:

Exchange frequencies: {0,0.25,0.5,1.5, 3.0, 5.0, 10.0,20.0, 30.0,...,190.0} s.

We consider 2-D axisymmetric formulation. The gas domain inflow coincides with the exit of the
Plasmatron torch. Our software Argo having not magneto-hydrodynamics models implemented vyet,
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we performed in a preliminary step a simulation with an in-house VKI's code solving the ICP equations
in Local Thermodynamic Equilibrium (LTE) in the plasma torch [18]. We then extracted the flow profiles
at the exit and injected those at the inflow of our simulation domain. Those inlet profiles are plotted in
Fig. 3.

The list of the Quartz properties used for the simulation is provided in Table 2 while the transport prop-
erties and chemical kinetics parameters in the gas phase associated to the vaporized species are given
in Table 3 and Table 4, respectively. Note that the thermodynamic properties of the mixture is obtained
from the NASA9 database [20] implemented in Mutation++, that includes the vaporized species we
consider. Finally, we consider the direct evaporation reaction,

Si0y(l) — SiO;,

as the only evaporation mechanism. Although the inclusion of dissociative mechanisms is entirely fea-
sible, our initial investigation focused on a single mechanism, as we found that adding dissociation
significantly hampered the convergence of the gas solver. Let us note that from thermodynamic con-
siderations, the principal evaporation mechanism for SiO, should be

SiO,(l) — SO + %02,

but the direct mechanism has also been observed to be significant under certain circumstances [1].

Pressure
outlet

an
[ ]
A4
a
)
<&
an
[ ]
-

O Exchange

symmetry qfabatic

symmetry wall

Fig 2. Numerical domain and boundary conditions used for the replication of the P1lasmatron test case.

4.2. Simulation results

We simulate the experimental test case with the conditions and parameters described above. In Fig. 5,
the comparison between the numerical predictions and the experimental measurements is done based
on the stagnation point temperature and surface recession. For the surface temperature, the agreement
is very good in the beginning of the transient phase and at steady-state with a temperature reaching a
plateau value very close to the experimental one. For the rest of the transient temperature increase,
the discrepancies that can be observed are likely due to the fact that we consider constant emissivity
and catalytic recombination coefficients. This should be investigated in future studies. Concerning
the stagnation point recession, an overall good matching is also obtained. However, the numerical
curve deviates from the experimental linear trend starting from ~ 150s. While further validation is
required, we hypothesize that two principal sources could account for this deviation. The first one
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Input parameters Notation Value Reference
Dynamic viscosity Hiig depends on T, see Fig. 4b | [27]
Thermal conductivity k dependson T [28]
Enthalpy h depends on T, see Fig. 4a | [19]
= Liquidus Tiiq 2100 K [19]
5 | Solidus Tol 1996 K [19]
§ Density Pliq 2200 kgm—3 Sample manufacturer
Molar mass M,, 60.08 g mol ! Periodic table
Emissivity € 0.4 Measured in the experi-
ments
Latent heat of vaporiza- Ahyap 1.28 MIK—1!
tion
Vapor pressure coeffs Asioz, Bsio2 29.8902, 64645.8814 K Multiphase equilibrium
Evaporation coeff. agoy 1.0
= | Condensation coeff. agnd 1.0
O | Catalytic recombination " 0.03 [3]
0O+0 —0,
Catalytic recombination N 0.03 [3]
N+N— N,

Table 2. List of Quartz thermophysical properties used for the simulation

Species o Nee Ref
2&3

Si 6.00003 3.3182145207364 | [17]

Sio 4.43867 8.5277377164517 | [17]

SiO, 4.47009 13.068565355797 | [17]

Table 3. Dipole polarizability « and the number of effective electrons N, for the Pirani potential used
to compute gas transport properties.

Reaction A B 0 Ref
m,s,mol K

Si+ NO = SiO+ N 3.2x 108 00  1775.0 | [15]

Si+0, =Si0+0 2.1x10"® —0.53 16.83 | [15]

SiO+M =Si+0+M 4.0x 10" 0.0  95600.0 | [15]

SiO,b+M =—Si0O+0+M |40x10"™ 0.0  95600.0 | [15]

Table 4. Arrhenius parameters for the gas-phase chemical reactions involving vaporized species. M
represents any species in the mixture involved in heavy particle impact dissociation reaction.
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Fig 3. Profiles of quantities specified at the inlet of the gas computational domain, obtained from VKI's
ICP computations.
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(a) Enthalpy (left) and heat capacity (right). (b) Dynamic viscosity.

Fig 4. Properties of Quartz over a temperature range given by the correlations implemented in
Mutation++.

would be the inaccuracies in the material properties employed, in particular the viscosity. Since the
viscosity is the main driving parameter in the entrainment of the glassy material by the gas forces
(more than the glass transition temperature itself), a deviation from its real value would affect the
dynamics of the molten layer. The second potential reason would be the use of a simplified evaporation
mechanism considering only the direct evaporation reaction SiO,(I) — SiO, and not the dissociative
ones. Beyond its impact on the net interface mass flux, the choice of evaporation mechanism also
dictates which species are predominantly injected into the gas phase. This, in turn, can strongly affect
the thermodynamics, transport properties, and chemical kinetics of the surrounding gas, thereby altering
the local concentration of vaporized species at the material interface and ultimately influencing the
condensation rate as described by the Hertz—Knudsen formula.

This is exemplified by the profiles of the vaporized species mole fractions along the sample surface and
along the stagnation line in the gas in Fig. 6. The choice of the evaporation mechanism naturally leads
to a much higher concentration of SiO,, compared to the two other species that are created inside the
gas through chemical reactions between SiO, and the air species. Because of the most intense heat flux
around the stagnation region, the concentrations of SiO, and Si are the highest in that region, whilst the
SiO remains almost constant along the sample. In the right figure, we can notice the diffusion of the
vaporized species inside the gas phase, with SiO, being transported the further away from the interface
and Si concentration reaching a peak slightly upstream of the stagnation point.

Experimental dynamic target shape tracking delivering in situ measurements of 2D ablation profiles
allows to assess the numerical predictions of the whole sample shape in Fig. 7. Although the simulation
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Fig 6. Numerical mole fractions of vaporized species at ¢t = 180s.

could not be extended over the entire experimental duration, it is worth noting that within the simulated
time frame, the predicted recession around the stagnation point agrees well with the measurements.
In addition, the slight bump observed in the experimental profile before x=25 mm is also captured by
the simulation.

Finally, we close this results section with Fig. 8 that presents in the gas phase the SiO, partial pressure
field and in the condensed phase, the velocity streamlines. Such a figure proves valuable in revealing
specific characteristics of the gas-surface interactions and ablation process. We can observe the extent
with which the vaporized SiO, is transported on one hand. On the other hand, we identify the region
of the glassy material being entrained by the gas stresses, with the direction and magnitude of the
velocity.

5. Conclusions and perspectives

In this work, we focused on the modeling and simulation of the detailed evaporation process involved
in the liquefying ablation of materials immersed in high-temperature reactive flows. The governing
equations were presented for each phase, together with the interface balances that couple them, with
particular emphasis on highlighting the role of evaporation modeling.

To assess the proposed approach, we implemented a staggered coupling strategy and applied it to the
simulation of a Plasmatron experiment on a quartz sample. The numerical results obtained show good
to very good agreement with the experimental measurements, especially considering the complexity and
variety of the phenomena involved. These simulations also provided valuable insight into the interplay
between the evaporation process and the injection of vaporized species into the surrounding gas.
Overall, these encouraging results constitute a first validation of both the physical models and the
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Fig 7. Temporal evolution of the sample shape. Comparison between numerical (top) and experimental
(bottom) results, based on the same colormap. Experimental data taken from [9].

numerical methodology developed. They provide a solid foundation for extending the approach to other
operating conditions and for refining the models further.

As perspectives, it would be of particular interest to conduct a sensitivity analysis to identify the most
influential parameters. In addition, the inclusion of more complex evaporation mechanisms should
be considered in order to assess their impact on both the ablation rate and the characteristics of the
incoming gas flow.
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