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Abstract 

Accurate total temperature measurements in high-speed flows are challenging due to unsteady 

probe–shock interactions, sensor-specific response characteristics, and errors arising from conduction, 
convection, radiation, and non-isentropic flow deceleration around the sensing element. While these 
error sources have been recognized and studied in the literature, most correction strategies treat them 
as independent, an assumption that breaks down in high-speed, high-temperature environments. 

Moreover, different total temperature probe designs exhibit varying sensitivities to these errors due to 
their distinct thermal and dynamic characteristics. This work assesses the accuracy of Fiber Bragg 
Grating (FBG) sensors relative to a conventional thermocouple probe in high-speed flow. It evaluates, 
compares, and proposes correction methods for velocity and conduction errors in both probe types. 

This study evaluates temperature errors in an FBG temperature sensor housed in a Kiel shroud 
in sub- and supersonic jets at ambient and elevated temperatures. This is carried out side by side to a 
conventional thermocouple sensor enabling the comparison of both measurement technologies. The 

tests were conducted in the Facility for Instrumentation and Open jet Research (FIOR) of PETAL, which 
is a converging nozzle of 80 mm exhaust diameter, and seek to compare the velocity error and 
conduction error of both types of probes, as well as to develop and evaluate a common correction 
methodology. Each dynamic test consisted of a temperature stabilization period of 15 minutes at Mach 

0.45, and several stable blowdowns at Mach numbers ranging from 0.3 to 1.1 at both room temperature 
and heated conditions (100°C). The tests were coupled with IR videos that recorded the temperature 
at the probe support. The data from all tests were used to fit the temperature response to a combined 

velocity–conduction error model. This approach helps quantify the contribution of each error source to 
the sensor’s response and enables the retrieval of the true total temperature. The model requires as 
inputs the Mach number, the sensor reading, and the probe support temperature obtained from infrared 
measurements. Overall, this study provides a strong foundation for improving temperature 

measurement accuracy in high-speed flows and offers valuable insight into the performance of both 
FBG sensors and thermocouples for aerospace applications. 

Keywords: total temperature measurement, fiber Bragg grating, conduction error correction, velocity 
error correction, high-speed flows 

Nomenclature 

Latin 
B – Bias uncertainty 
Cp – Specific heat 

d – Diameter 
h – Heat transfer coefficient 
k – Thermal conductivity 

L – Length 

 
1 Maurice J. Zucrow Laboratories, Purdue University, West Lafayette, IN, USA 
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N – Number of samples 
n – refractive index 
P – Perimeter 

q – Heat flux 
S – Sample standard deviation 
T – Temperature 

V – Velocity (or) Voltage 
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z – Thickness 
Greek 
Δ – Overall uncertainty 

𝜆 – Wavelength 

𝜈 – Viscosity 

𝜎 – Stochastic uncertainty 

𝜙 – Fit coefficient 

Dimensionless groups 
M – Mach number 

Nu – Nusselt number 
Re – Reynolds number 
r – recovery factor 

 

Subscripts 
0 – Total conditions 
∞ – Free stream conditions 

a – Air 

ad – Adiabatic conditions 
c – Critical conditions 
jc – Thermocouple junction 

cjc – Thermocouple cold junction 
sn – Sensor 
sp – Probe casing/support 
𝑠𝑝int– Internal wall of probe casing 

𝑠𝑝ext – External wall of probe casing 

w – Wire

1. Introduction 

Accurate total temperature measurements are of paramount importance across a wide range 
of fundamental and applied configurations in fluid dynamics, extending to high velocity environments. 
Non-intrusive optical techniques offer the benefit of minimizing flow disturbance, but at the same time 

require complex calibrations and a high degree of optical access. Temperature sensing with flow probes 
thus remains a highly utilized [1] and well-established [2] method, commonly making use of a vented 
Kiel type probe housing a thermocouple sensor [3]. The temperature reading obtained by the 

combination of probe and sensing element diverges from the actual total temperature of the flow due 
to different modes of heat transfer and incomplete conversion of kinetic to thermal energy, requiring 
an a posteriori correction [4]. Correction factors specific to a given probe and sensor combination need 
to be determined in a separate experiment with well-defined boundary conditions to reduce uncertainty; 

however, determining the boundary conditions for the interacting heat transfer phenomena present 
considerable challenges that affect the reliability of the correction factors obtained. Additionally, while 
the correction factor formulations are not probe-specific, their application has been predominantly 

limited to thermocouple probes. 

In the field of diagnostics with flow probes, a promising alternative to traditional thermocouples are 
sensors based on distributed Bragg reflectors inscribed into optical fibers, so-called fiber Bragg gratings 
(FBG). They constitute a periodic perturbation of the refractive index along the fiber length, resulting 

in a wavelength-specific dielectric mirror. Since their first demonstration in the late 1970s, FBGs have 
matured into commercial products [5]. When illuminated with a broadband light source, only a 
narrowband component is reflected at the Bragg wavelength. Perturbation of the grating results in a 

shift of this Bragg wavelength, which can in turn be detected in the reflected spectrum. A perturbation 
can be induced due to mechanical strain or temperature changes. In temperature probes, the 
dependence of Bragg wavelength on temperature arises due to variations in the index of refraction of 
the glass and the thermal expansion of the grating. In silica fibers, the former of these is the dominant 

effect, accounting for roughly 95% of the observed shift [6]. 

As the Bragg wavelength of a given grating can be finely controlled during the production process, 
multiple gratings with different properties can be arranged along a single fiber, creating a chain of in-
line sensors. Illumination with a single light source and detection of the reflected spectrum allows 

monitoring of the temperature and strain at several fiber gratings with a single optical interrogator. 
This approach has been developed into a number of commercial off-the-shelf components, and research 
efforts are ongoing to expand the application range to higher temperatures, higher grating density, and 

derived physical quantities such as acceleration or pressure sensing [7]. FBGs in silica fibers can be 
annealed and regenerated to allow for stability at higher temperatures, or the gratings can be inscribed 
by femtosecond lasers to achieve a similar effect [8], [9]. Beyond that, sapphire fibers may be used, 
although these are inherently multimode [10], [11]. Advancements were also made towards the 

packaging [12], [13], [14] and calibration [15], [16] of multi-point sensors on a single optical fiber for 
harsh, high-temperature and high-velocity [17], [18] or shock-laden [19], [20] environments. It is 
evident from these results that FBGs offer an attractive and highly capable packaging solution for multi-

point, multi-resolution temperature sensing. 

The present work addresses two key issues: (i) correcting sensor temperature measurements in high-
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speed, heated flow conditions to more accurately approximate the stagnation temperature, and (ii) 
evaluating the performance of an off-the-shelf FBG sensor relative to a conventional thermocouple 

probe with respect to heat-transfer-related temperature errors. First, a fitting function is developed to 
separate conduction and velocity error contributions using accessible boundary conditions. Next, an 
experimental campaign is conducted in a calibration facility under varying Mach numbers and flow 
heating conditions to characterize these error sources. Finally, the performance of thermocouple and 

FBG sensors is compared, and their readings are corrected to recover the stagnation flow temperature 
with quantifiable uncertainties throughout the correction process. This combined methodology enables 
full experimental characterization of probe performance, correction of measurements to stagnation 

temperature, and quantification of the uncertainty introduced by the correction—applicable not only to 
thermocouples and FBG sensors but extendable to other temperature probes. 

2. Velocity and Conduction Error in Total Temperature Probes 

2.1. Review of Velocity and Conduction Error Models 

The temperature of an intrusive sensor stabilizes when convective heat transfer from gas to 

sensor balances the heat flow by radiation and conduction. The presence of kinetic energy dissipation 
in the boundary layer, conduction to the support, or radiative flux, prevents the sensor from measuring 
the total temperature of the gas. These deviations from the ideal behavior are known as velocity, 

conduction, and radiation errors. Early models assumed these contributions are independent [21], [22], 
[23], however, this assumption fails in high-speed, high-temperature flows, where convection and 
velocity errors dominate and interact [24]. In the absence of radiation, Villafañe and Paniagua 
introduced a model that preserves the coupled nature of heat transfer mechanisms, while enabling 

separation of individual contributions via the adiabatic wall temperature as a linking term [25]. 

 (1 − 𝑍) =
𝑇0 − 𝑇𝑠𝑛

𝑇0 − 𝑇∞
=
𝑇0 − 𝑇𝑎𝑑

𝑇0 − 𝑇∞

⏞    
𝑎

+
𝑇𝑎𝑑 − 𝑇𝑠𝑛

𝑇𝑎𝑑 − 𝑇𝑠𝑝𝑖𝑛𝑡

⏞      
𝑏

𝑇𝑎𝑑 − 𝑇𝑠𝑝𝑖𝑛𝑡
𝑇0 − 𝑇∞

⏞      
𝑐

 (1) 

Where 𝑍 is the overall recovery factor defined as the difference between the measured temperature 

and the total gas temperature, relative to the dynamic temperature. The first term (a) is the velocity 
error, and the second and third terms (b, c), are the conduction error that depends on the remaining 

heat transfer processes in the wire, shield, stem, and external probe support. This definition is primarily 
applied in CFD studies. Its experimental use is limited due to the difficulty of determining the adiabatic 
wall temperature in the absence of truly adiabatic boundaries. A schematic of the different errors 
defined in Equation (1) is shown in Figure 1 for a generic thermocouple junction. 

 

 

Figure 1: Temperature errors and temperature profile in a thermocouple probe. 
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The velocity error (a) is modeled using the recovery factor 𝑟, which represents the fraction of kinetic 

energy recovered at the junction and is defined in Equation (2). It depends on the geometry of the 
immersed body, flow angle, and the Prandtl number of the fluid. This error increases at high speeds, 
as already at Mach 1, kinetic energy represents 16.7% of the total energy of the gas [24]. The 

independent contributions assumption would replace 𝑇0 − 𝑇𝑎𝑑 by 𝑇0 − 𝑇𝑠𝑛, but that would neglect any 

effect of other heat transfer mechanisms on the temperature error. 

 

𝑇0 − 𝑇𝑎𝑑

𝑇0 − 𝑇∞
= 1 −

𝑇0 − 𝑇𝑎𝑑
𝑉∞

2

2𝐶𝑝

= 𝑟 
(2) 

Conduction errors can be estimated from the equations of heat transfer across a thin fin with adiabatic 
tip and isothermal casing. The solution for the wire temperature distribution is shown in Equation (3) 

[26]. As before, the independent contributions assumption would replace every 𝑇𝑎𝑑 by 𝑇0, neglecting 

interactions between effects. This equation requires knowing the temperature of the internal casing, 
which is not trivial; If an additional sensor is used to measure it, it would be subject to the same errors 
that are trying to be corrected. Other strategies try to get rid of conduction error rather than modelling 

it. Strategies include heating the probe support to near flow temperature to prevent heat transfer [27]; 
or using dual-wire probe designs where both wires share a common support temperature, allowing it 
to cancel out through combined equations [28], [29].  

 

𝑇𝑎𝑑 − 𝑇𝑠𝑛

𝑇𝑎𝑑 − 𝑇𝑠𝑝𝑖𝑛𝑡
=

1

𝑐𝑜𝑠ℎ (𝐿𝑤√
4ℎ𝑤

𝑑𝑤𝑘𝑤
)

=
1

𝑐𝑜𝑠ℎ (
𝐿𝑤

𝐿𝑐
)
 

(3) 

Radiation errors are only significant at high flow temperatures. At the conditions of this study, there 
was a maximum difference of ±40 °C between the flow and shield temperature. Assuming the worst 
case – unit view factor and equal conductive and radiative areas [24] – the estimated radiation error 
was negligible, below 10⁻3 %, and thus it will be neglected from now on. 

 

2.2. Development of a Combined Fit Function for Velocity and Conduction Errors 

A methodology is sought that decomposes the total error, as in Equation (1), into its 

conduction- and velocity-related components while preserving their coupled nature. The approach first 
establishes separate functional forms for the velocity and conduction errors, dependent on Mach and 
Reynolds numbers, respectively. To determine the coefficients of these functional forms, experiments 
must be conducted; therefore, the errors need to be retrieved in a way that avoids reliance on quantities 

that are either impractical to measure, such as the internal casing temperature, or not directly accessible 
under experimental conditions, such as the adiabatic wall temperature. To achieve this, the conduction 
error model is reformulated in terms of the external casing temperature, which can be measured using 

optical diagnostics such as infrared thermography. In parallel, the adiabatic wall temperature is 
algebraically eliminated, since it appears in both the velocity and conduction error models. 

The resulting expression relates the true total temperature to measurable quantities—sensor 
temperature and external casing temperature—along with the coefficients of the fitted functional forms 

for each error, which will be discussed in the next subsection. An experimental campaign over a range 
of Mach numbers and flow heating conditions provides the database required to determine these 
coefficients consistently. Once identified, the formulation enables direct comparison of the sensitivity 

of the thermocouple and FBG probe to each error and facilitates stagnation temperature retrieval in 
facilities where the total temperature is not known a priori, thereby extending the method’s applicability 
beyond the calibration environment. The methodology is summarized in Figure 2. 
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Figure 2: Process to obtain the fit function to correct for velocity and conduction effects. 

 

The functional form to model the velocity error was presented by Sanchez and Paniagua [29] and is 
shown in Equation (4). It comes from a linear relation between the recovery ratio and the Mach number, 
that transforms into a rational fit of second order for the recovery factor. The original equation 

asymptotically tends to 1 (𝜙
1
= 1), but it has been relaxed to allow the asymptote to stabilize at lower 

recovery factors. Moffat summarized the recovery factors for different probes with wires perpendicular 

to the flow and reported an asymptotic value of 0.68 in unshielded probes and 0.95 in shielded designs 
[24], both smaller than 1. 

 𝑟 = 𝜙1 +
𝜙2
𝑀
+
𝜙3
𝑀2

 (4) 

 

2.3. Functional Form of the Conduction Error Fit 

Equation (3) requires knowledge of the temperature inside the casing, in the base of the wire. 
However, the heat transfer problem can be extended to model heat transfer across the casing and 

substitute the internal casing temperature by the external one, which can be monitored with 
nonintrusive techniques like infrared thermography. 

The entire heat transfer to the casing is a combined effect of the one that occurs in the location of the 
wire (pure conduction) and the rest of the casing in direct contact with the air flow (convection). In 

order to account only for the conduction heat transfer from the wire, conduction across the shield will 
be considered using as cross section the one of the wires instead of the entire surface area of the 
shield. Equation (5) is the conductive heat flux across the casing and Equation (6) is the heat flux at 
the base of the wire from the fin approximation [26]. When equated, they result in Equation (7). 

 𝑞𝑠ℎ𝑖𝑒𝑙𝑑 = −𝑘𝑠𝑝𝐴𝑤
𝑇𝑠𝑝𝑖𝑛𝑡 − 𝑇𝑠𝑝𝑒𝑥𝑡

𝑧
 (5) 

 𝑞𝑏𝑎𝑠𝑒 = √ℎ𝑃𝑤𝑘𝑤𝐴𝑤 ∙ (𝑇𝑠𝑝𝑖𝑛𝑡 − 𝑇𝑎𝑑) ∙ 𝑡𝑎𝑛ℎ (
𝐿𝑤
𝐿𝑐
) (6) 

 
𝑇𝑠𝑝𝑖𝑛𝑡 − 𝑇𝑠𝑝𝑒𝑥𝑡 = −

𝑧

𝑘𝑠𝑝𝐴𝑤
√ℎ𝑃𝑤𝑘𝑤𝐴𝑤 ∙ 𝑡𝑎𝑛ℎ (

𝐿𝑤
𝐿𝑐
)

⏟                    
𝜒

(𝑇𝑠𝑝𝑖𝑛𝑡 − 𝑇𝑎𝑑) (7) 

Parameter 𝜒, which modulates both temperature differences in Equation (7) depends on geometrical 

characteristics and the convective heat transfer coefficient ℎ. This relation allows to isolate 𝑇𝑠𝑝𝑖𝑛𝑡 as 

shown in Equation (8). 
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 𝑇𝑠𝑝𝑖𝑛𝑡 =
𝑇𝑠𝑝𝑒𝑥𝑡 + 𝜒𝑇𝑎𝑑

1 + 𝜒
 (8) 

Only if the shield is sufficiently thin, with high conductivity, or the heat transfer coefficient in the wire 
is small, 𝜒 will tend to 0 and the temperature at both sides of the shield will be almost the same 𝑇𝑠𝑝𝑖𝑛𝑡 ≈

𝑇𝑠𝑝𝑒𝑥𝑡. Otherwise, this difference has to be accounted. 

Equation (9) shows the modified equation depending on the outer casing temperature, which only 

differs from Equation (3) by the new factor in the denominator (1 + 𝜒). Both 𝜒 and 𝐿𝑐 are factors whose 

only variable is the heat transfer coefficient for a given probe geometry. Equation (9) can be expanded 
into Equation (10) to explicitly show this dependence. 

 𝑇𝑎𝑑 − 𝑇𝑠𝑛 =
𝑇𝑎𝑑 −

𝑇𝑠𝑝𝑒𝑥𝑡+𝜒𝑇𝑎𝑑

1+𝜒

𝑐𝑜𝑠ℎ (
𝐿

𝐿𝑐
)

=
𝑇𝑎𝑑 − 𝑇𝑠𝑝𝑒𝑥𝑡

(1 + 𝜒) ∙ 𝑐𝑜𝑠ℎ (
𝐿

𝐿𝑐
)
 (9) 

 

𝑇𝑎𝑑 − 𝑇𝑠𝑛
𝑇𝑎𝑑 − 𝑇𝑠𝑝𝑒𝑥𝑡

=
1

(1 +
𝑧 𝑘𝑤

𝑘𝑠𝑝
√

𝑃𝑤

𝑘𝑤𝐴𝑤
√ℎ ∙ 𝑡𝑎𝑛ℎ (√

𝑃𝑤

𝑘𝑤𝐴𝑤
𝐿𝑤√ℎ)) ∙ 𝑐𝑜𝑠ℎ (√

𝑃𝑤

𝑘𝑤𝐴𝑤
𝐿𝑤√ℎ)

 
(10) 

The heat transfer coefficient in the wires can be modelled using Equation (11) for wires perpendicular 

to the flow as recommended by Moffat [24], using total gas properties to evaluate the Reynolds and 
Nusselt number as recommended by Seadron and Warshawsky [30]. A Prandtl number correction is 
omitted but would be needed to use this approach for different gases. 

 ℎ̅ =
𝑘𝑎

𝑑𝑤
𝑁𝑢 =

𝑘𝑎

𝑑𝑤
(0.44 ± 0.06) ∙ 𝑅𝑒𝐷

0.5 (11) 

 𝑅𝑒𝐷 =
𝑑𝑤𝑉

𝜈0
 (12) 

Equation (13) shows the result of introducing the heat transfer coefficient correlation into Equation 
(10). The common constant coefficients have been grouped into the term 𝜙4  that will be found 

experimentally. Although 𝜙4 has an analytical definition shown in Equation (14), this conduction model 

is a simplification of the real behavior, so 𝜙4 will be found through an experimental calibration to better 

model the behavior of each specific probe. 

 

𝑇𝑎𝑑 − 𝑇𝑠𝑛
𝑇𝑎𝑑 − 𝑇𝑠𝑝𝑒𝑥𝑡

=
1

(1 +
𝑧 𝑘𝑤

𝑘𝑠𝑝
𝜙4𝑅𝑒𝐷

0.5
2 ∙ 𝑡𝑎𝑛ℎ (𝐿𝑤𝜙4𝑅𝑒𝐷

0.5
2 )) ∙ 𝑐𝑜𝑠ℎ (𝐿𝑤𝜙4𝑅𝑒𝐷

0.5
2 )

 
(13) 

 𝜙4 = √
(0.44 ± 0.06) 𝑃𝑤𝑘𝑎

𝐴𝑤𝑘𝑤𝑑𝑤
 (14) 

In the end, the velocity error model depends only on Mach number (Equation 15), and the conduction 
error model depends only on Reynolds number and geometric coefficients (Equation 16). Both 
equations can be combined following the process shown in Figure 2, resulting in Equation 17. This 

allows the total temperature of the flow to be calculated from the sensor temperature, the external 
support temperature, and the freestream Mach and Reynolds numbers, once the fit coefficients are 
obtained from an ad-hoc experimental calibration. 

 𝑓
𝑣𝑒𝑙𝑜
(𝜙

1
, 𝜙

2
, 𝜙

3
, 𝑀) = 𝜙

1
+
𝜙
2

𝑀
+
𝜙
3

𝑀2 (15) 

 𝑓
𝑐𝑜𝑛𝑑
(𝜙

4
, 𝑅𝑒) = (1 +

𝑧 𝑘𝑤

𝑘𝑠𝑝
𝜙
4
𝑅𝑒𝐷

0.5

2 ∙ 𝑡𝑎𝑛ℎ (𝐿𝑤𝜙4𝑅𝑒𝐷
0.5

2 )) ∙ 𝑐𝑜𝑠ℎ (𝐿𝑤𝜙4𝑅𝑒𝐷
0.5

2 ) (16) 
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𝑇0 =

1

𝑓
𝑐𝑜𝑛𝑑
(𝜙

4
, 𝑅𝑒)

[𝑓
𝑐𝑜𝑛𝑑
(𝜙

4
, 𝑅𝑒) ∙ 𝑇𝑠𝑛 − 𝑇𝑠𝑝𝑒𝑥𝑡]

⏞                          
𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟

+ (1 − 𝑓
𝑣𝑒𝑙𝑜
(𝜙

1
, 𝜙

2
, 𝜙

3
𝑀))

𝑉2

2𝐶𝑝

⏞                  
𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑒𝑟𝑟𝑜𝑟

 
(17) 

3. Testing Facility 

3.1. Open Jet Test Rig 

The tests presented in this article were conducted at the Purdue Experimental Turbine 
Aerothermal Lab (PETAL) [31] using the Facility for Instrumentation and Open Jet Research (FIOR) fed 
by the pressure-driven wind tunnel Petal Tunnel 1 (PT1). 

PT1 is a long-duration, pressure-driven wind tunnel capable of operating over a wide range of Reynolds 
and Mach numbers. It is fed by a 56 m³ dry air reservoir pressurized to 150 bar, discharging to ambient 
when the open test section (FIOR) is installed, or alternatively into a 283 m³ vacuum tank maintained 
at 10 mbar. The air supply passes through a natural gas-fired heat exchanger, delivering non-vitiated 

air at up to 600 K. Mass flow is measured with a calibrated venturi and purged until a fast-actuating 
butterfly valve initiates flow through the tunnel. A settling chamber with honeycomb and mesh screens 
homogenizes the flow before it reaches FIOR. At maximum mass flow conditions, the velocity in the 

settling chamber reaches Mach 0.035, preserving 99.91% of total pressure. 

FIOR is a converging nozzle designed to deliver uniform, homogeneous flow at various Mach numbers 
and temperatures. It features an 80 mm exhaust diameter to allow the calibration of large probes with 
minimal blockage or shear layer ingestion. The internal surface is shaped without inflection points to 

promote a thin boundary layer along the nozzle wall. The schematic of PT1 with the FIOR test section 
installed is shown in Figure 3. 

A variety of instruments are installed along the wind tunnel and test section to accurately characterize 

the flow. Up to six Type-K thermocouples (K1X-S304-062-EX-12-MPCX, Evolution Sensors and Controls, 
LLC) were used upstream of the nozzle for reference temperature measurements. These sensors were 
calibrated following the static calibration procedure explained in later sections. Temperature data is 
acquired using a 48-Channel precision thermocouple measurement instrument (EX1048, VTI 

Instruments), with every four channels featuring an independent cold junction measured by an RTD. 
Pressure measurements were taken using a pressure scanner (Scanivalve MPS4264) module, which 
recorded data from two total pressure ports in the settling chamber and 25 static pressure ports along 

the nozzle wall. The module has an accuracy of 0.0621 kPa. 

 

Figure 3. PT1 wind tunnel schematic with the FIOR test section. 
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3.2. Test Setup and Instrumentation 

Two identical probe mounts were designed to house the thermocouple and the FBG sensor, 

ensuring that the influence of stem geometry was eliminated in the comparison of their performance. 
Each mount featured a protective shield with an internal diameter of 3.89 mm and a length-to-diameter 
(L/D) ratio of 3. The thickness of the Kiel shield was 0.81 mm. A single bleed hole was positioned at 
the rear of the probe, resulting in an inlet-to-bleed area ratio of 4 [32]. Both probe mounts were 3D 

printed in polyether ether ketone (PEEK), as it maintains its stiffness up to elevated temperatures 
allowing continuous testing at more than 100 °C. 

The thermocouple used for calibration was a Type K, fast-response model with an exposed junction 

(K1X-S304-062-EX-12-MPCX, Evolution Sensors and Controls, LLC). It was inserted through the bottom 
of the probe stem until the tip of the stainless-steel sheath was flush with the inside of the Kiel shield, 
and the junction close to the middle. The thermocouple signal was acquired using the EX1048 system 
from VTI Instruments sampled at 800 Hz. 

The FBG sensor was a dielectric temperature probe (FS63DTP, Hottinger Brüel & Kjær Inc.) with a 
center Bragg wavelength of 1575 nm, and a specified operating range of –40 °C to 200 °C. Interrogation 
was performed using an optical interrogation unit (QuantumX MSFS BraggMETER – 1-MXFS8DI1/FC, 

Hottinger Brüel & Kjær Inc.), capable of reading up to 8 independent fibers with a maximum of 16 
gratings per fiber. The FBG signal was sampled at 1 kHz. 

Both probes were secured downstream of the nozzle using a KUKA KR 6 R700 six-axis robotic arm. The 
two probe heads were installed symmetrically about the nozzle centerline, with a distance between 

heads of 4 cm. The detailed geometry of the probe mounts and the relative positioning of the sensing 
elements with respect to the Kiel shield are shown in the close-up view in Figure 4. 

The external surface temperature of the Kiel shield was monitored using an infrared camera (FAST-
V1K, Telops Inc.) operating at an acquisition rate of 50 Hz and an exposure time of 45 µs. These settings 

were selected to achieve approximately 80% pixel well-filling at 370 K, maximizing dynamic range while 
avoiding saturation across all temperature conditions encountered during testing. The IR diagnostics 
were calibrated following an in-situ methodology that is explained in later sections. Figure 4 provides a 

schematic of the test setup, showing the location and integration of the infrared diagnostics, and the 
probe calibration configuration. 

 

 

Figure 4. Experimental facility with calibrated probes, robot mount and IR setup; with a 

close-up view of the calibrated probes and the geometry of the sensing location within 
the Kiel shield. 
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4. Calibration Methodology 

4.1. Static Calibration 

The static calibration is the first step to get rid of all environment-related errors and create the 

best fit between temperature at the sensing and the magnitude measured (voltage for the 
thermocouple, and wavelength shift for the FBG). The static calibration has been followed according to 
the NIST Special Publication 250-35 [33] and the VDI/VDE 2660 Blatt 2:2020-04 [34] standard for 

Thermocouple and FBG probes calibration respectively. 

Every thermocouple and FBG sensor used in the present work has been calibrated to obtain individual 
calibration coefficients. The same data acquisition system, channel, and settings used during testing 
are used during this calibration to include the environmental conditions from the facility in the calculated 

coefficients. Uncertainty analysis is also performed on the calibration coefficients. A 9170 metrology 
well from FLUKE is used for the calibration. This device maintains temperature setpoints in a ±0.005 K 
range. Calibrations were made for eight setpoints and were ran several times for every sensor. 
 

4.1.1. Calibration Equations 

Thermocouples provide a specific voltage depending on the temperature difference between 
the junctions. This relation is linear for the range of operation of the thermocouple used. The junction 
temperature can be retrieved using Equation (18), where 𝑇𝑗𝑐 and 𝑇𝑐𝑗𝑐 are the junction and cold junction 

compensation temperatures, and 𝑎𝑖 are the fit coefficients. 

 𝑇𝑗𝑐 − 𝑇𝑐𝑗𝑐 = 𝑎0 ∙ 𝑉 + 𝑎1 (18) 

For a single mode FBG sensor (zero-order FBG) the wavelength of the reflected beam is dependent on 
the grating period and the refractive index of the fiber, both of which are affected by strain and 

temperature as shown in Equation (19). For a temperature sensor (subjected to 0 axial strain), all the 
variations in the grating length and refractive index are due to temperature. In practice, the change in 
wavelength is approximated to a linear relationship with temperature modulated by the thermal 
expansion (𝛼) and the thermo-optical (𝜉) coefficient shown in Equation (20). However, the modulating 

coefficients also depend on temperature in a non-linear manner, so the use of a linear fit to calibrate 

the FBG behavior is constrained to a small temperature range. In practice, higher order polynomials 
are used [34]. The temperature range of this study spans ±150𝐾, and a third-order polynomial is 

recommended [34], shown in Equation (21). 
 

 𝜆𝐵 = 2
Λ

𝑘
𝑛𝑒𝑓𝑓 (19) 

 
Δ𝜆𝐵
𝜆𝐵

≈ (𝛼 + 𝜉)Δ𝑇 (20) 

 𝑇𝐹𝐵𝐺 = 𝑏0 + 𝑏1 ∙ (𝜆 − 𝜆0) + 𝑏2 ∙ (𝜆 − 𝜆0)
2+ 𝑏3 ∙ (𝜆 − 𝜆0)

3 (21) 

 

4.1.2. Uncertainty in Static Calibration 

The 95% confidence intervals for the calibration coefficients of a n-order polynomial fit can be 
obtained via the least squares method as the square roots of the diagonal elements of the covariance 

matrix. This procedure is automatically implemented in MATLAB through the fitlm function. Each 

coefficient will provide an individual systematic error or bias that can be grouped to find the overall bias 
uncertainty 𝐵. The measured properties have a bias contribution due to errors in the measurement 

instruments, but also stochastic contributions due to noise and the randomness of the data 𝜎. Both 

contributions have to be accounted for in order to compute the overall uncertainty Δ, all shown in 

Equation (22). Equations (23) and (24) show the bias and stochastic uncertainty formulas for the 

thermocouple and Equations (25) and (26) for the FBG, where the wavelength shift is rewritten as 𝜆𝑠 =
(𝜆 − 𝜆0). 
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 𝐵 = √(
𝜕𝑇

𝜕𝑥
𝐵𝑥)

2

+ (
𝜕𝑇

𝜕𝑦
𝐵𝑦)

2

+⋯ , 𝜎 = √(
𝜕𝑇

𝜕𝑧

𝑆𝑧

√𝑁 − 1
)

2

+⋯ , Δ = 𝑡0.95√𝐵2 + 𝜎2 (22) 

 𝐵𝑇𝑇𝐶 = √(𝑉𝐵𝑎0)
2
+ (𝐵𝑏0)

2
+ (𝐵𝑇𝑐𝑗𝑐)

2
+ (𝑎0𝐵𝑉)2 (23) 

 𝜎𝑇𝑇𝐶 = √(𝑎0
𝑆𝑉

√𝑁 − 1
)
2

+ (
𝑆𝑇𝑐𝑗𝑐

√𝑁 − 1
)

2

 (24) 

 𝐵𝑇𝐹𝐵𝐺 = √(𝐵𝑏0)
2
+ (𝜆𝑠𝐵𝑏1)

2
+ (𝜆𝑠

2
𝐵𝑏2)

2
+ (𝜆𝑠

3
𝐵𝑏3)

2
+ ((3𝑏3𝜆𝑠

2+ 2𝑏2𝜆𝑠+ 𝑏1)𝐵𝜆𝑠)
2

 (25) 

 𝜎𝑇𝐹𝐵𝐺 = √((3𝑏3𝜆𝑠
2+ 2𝑏2𝜆𝑠+ 𝑏1)

𝑆𝜆𝑠

√𝑁 − 1
)

2

 (26) 

 
This allows to retrieve the respective fits with uncertainty bands, as shown in Figure 5. Although the 

nonlinearity in the FBG data is small, fitting a linear function to the data would increase the overall error 
by an order of magnitude in the calibrated range. A small nonlinearity can also be seen in the 
thermocouple data, but even with it, the maximum error is within ±0.5 𝐾. 

 

 

Figure 5. Calibration fits for the thermocouple (linear) and FBG (cubic) with their 

associated 95% confidence intervals based on the standard error of least square method 
 

4.2. Velocity and Conduction Error Calibration 

4.2.1. Test Setup, Sequence and Conditions 

Two calibration runs were performed: one with unheated flow at ~270 K, and one with heated 
flow at ~370 K. In the first run, air from high-pressure tanks was injected directly into the test section. 
The Mach number was ramped from 0.3 to 1.1 and back down in two full cycles, in steps of about 

±0.15. In the second run, part of the airflow passed through a natural gas heat exchanger to increase 
the total temperature, and the Mach number cycle was repeated. During the test, the Mach number 
and total temperature are derived from the 6 total temperature and 2 total pressure sensors inside the 
settling chamber, and the static (ambient) pressure is measured with a Druck DPI612 calibrator with 

an uncertainty below 0.1 mbar. The readings from the thermocouple and FBG probes are sampled 
continuously throughout hour-long tests. The infrared measurements of the stem temperature are 
triggered at specific times once the temperature stabilizes after a flow rate setpoint is changed. 
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Figure 6 shows a representative example of the calibration. In Figure 6a, the Mach number trace shows 
the two full cycles completed during the unheated run. In the heated run, only one ramp-up was 

possible due to limited air storage. Figure 6b compares the total temperature in the settling chamber 
with readings from the thermocouple and FBG probes. All three signals show similar trends, but with 
deviations showcasing the existence of the explained temperature errors. A reference thermocouple 
was adhered to the wall of the nozzle to calibrate the IR system by comparing raw IR signals to actual 

wall temperatures. After calibration, the IR readings (black squares) replicate the trend of the 
thermocouple (grey line). Once calibrated, the IR camera was used to measure the probe stem 
temperature from the same video frames (red squares). Finally, Figure 6c shows the combined 

temperature error for both probes. Two key trends are visible. First, the error increases with Mach 
number, consistent with velocity-induced effects. Second, the error is higher in the heated case as the 
temperature difference between the flow and the stem is higher, consistent with conduction-induced 
effects. The FBG probe consistently shows larger errors than the thermocouple, even though both 

follow the same trend.  

These results show that total temperature errors of up to 5 K can occur even in a simple, steady, open-
jet setup operating just 100 K above ambient at transonic speeds. This highlights the need to correct 

for both conduction and velocity-related error sources in temperature measurements. 

 

 

Figure 6. Calibration summary including the Mach number traces and averaging windows 
(a) the flow and surface temperature traces from thermocouples, FBG and IR (b), and the 

overall temperature errors for both probes in unheated and heated conditions (c). 

 
4.2.2. Infrared Thermography Calibration and Data Collection 

Infrared thermography measurements are calibrated following the in-situ calibration procedure 

outlined by Ostrowski and Schiffer [35]. IR measurements are directly compared to surface 
thermocouple readings during the test to find calibration coefficients and avoid additional corrections 
due to environmental effects. 

Attaching surface thermocouples to the test article is challenging, so the reference thermocouple is 
placed in the external wall of the nozzle, which is also included in the field of view of the camera shown 
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in Figure 7, but is not exposed to flow. If the nozzle and the probe stem are ensured to have the same 
emissivity, and similar viewing angle, the same calibration coefficients can be applied for both as the 

environmental conditions are the same. The nozzle wall was covered with a 0.14 mm tape, sprayed 
with a high-emissivity graphite paint (DGF – Dry Graphite Film Spray) with a measured emissivity of 
0.90 ± 0.02. The probe stems were sprayed directly with the same paint to ensure emissivity matching. 

For each test condition (heated and unheated), two independent in-situ calibrations were conducted. 

The uncalibrated infrared temperature measured on the graphite-coated tape over the nozzle wall was 
compared to the corresponding thermocouple reading. For temperature variations within 200 K, the IR 
response can be assumed linear, allowing a linear fit to be applied to extract calibration coefficients and 

their associated uncertainties (Figure 7a). These coefficients were then used to retrieve the temperature 
in the stem of the probe.  

At each setpoint, the stem temperature was evaluated by averaging the IR data over a 10-seconds 
window within a 15×15 pixel region centered around the sensor. The temporal variation of this spatial 

average is presented in Figure 7b, along with the ±2σ bounds of the resulting normal distribution. This 
indicates a temperature non-uniformity of approximately 2 K across the region of interest.  

 

 

Figure 7. Field of view of infrared thermography with the calibration fit (a) and the 
spatial and temporal variation of temperature in the ROI in the stem for a given setpoint. 

 

For the Infrared measurements, the bias uncertainty of the fit coefficients that convert from 

uncalibrated 𝑅𝐼𝑅 to calibrated 𝑇𝐼𝑅 and the bias uncertainty of the sensor of the IR camera are combined 

with the stochastic uncertainty of the IR signal to give values of the total uncertainty at each setpoint. 

In the formulas, the sensor bias 𝐵𝑅𝐼𝑅  is set to the Noise-Equivalent Temperature Difference of the 

TELOPS Fast V1K, which is 30 mK. The fit function for the IR correction is shown in Equation 27 and 
the bias and stochastic uncertainties during the test are measured using Equation 28. 

 

 𝑇𝐼𝑅 = 𝑐0𝑅𝐼𝑅 + 𝑐1 (27) 

 𝐵𝐼𝑅 = √(𝑅𝐼𝑅𝐵𝑐0)
2
+ (𝐵𝑐1)

2
+ (𝑐0𝐵𝑅𝐼𝑅)

2
, 𝜎𝐼𝑅 = √(𝑐0

𝑆𝑅𝐼𝑅

√𝑁 − 1
)
2

 (28) 
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4.2.3. Uncertainty in Velocity and Conduction Error Calibration 

For the temperature and pressure readings, the bias uncertainty of the calibration coefficients 

comes from the static calibration, the stochastic uncertainty comes from the noise in the test data, and 
combined they give new values of the total uncertainty during the test. 

With the uncertainties of the sensor temperature, total temperature, and stem temperature established, 
the remaining inputs required for the fit function are the uncertainties in Mach and Reynolds numbers. 

The Mach number is determined from the isentropic pressure ratio, so its uncertainty is obtained by 
propagating the uncertainties in total and static pressure through the Mach number formula. The 
uncertainty in the Reynolds number, in turn, depends on those of velocity, dynamic viscosity, and 

density. Knowing the Mach number and total temperature with their respective uncertainties allows the 
computation of static temperature, followed by dynamic viscosity (via Sutherland’s law), velocity, and 
density, each with their propagated uncertainties using Taylor expansion.  

Once all the input variables to the fit, along with their associated uncertainties, are known, a Monte 

Carlo approach with random sampling is employed to account for the uncertainty in both the input 
variables and nonlinear fit coefficients and estimate the combined uncertainty in the output (corrected 
sensor temperature) [36]. This method provides a more practical and robust alternative to analytical 

uncertainty propagation using Taylor series, particularly for nonlinear models. One million iterations of 
the fit function are performed, with each input parameter randomly perturbed within its uncertainty 
bounds. This generates one million sets of fit coefficients and corresponding output values. A normal 
distribution is then fitted to these results to estimate the standard deviation, representing the 

propagated uncertainty in the final output. 

5. Temperature Errors in thermocouples and FBG probes 

5.1. Assessment of the use of the fit function 

This section presents the results of fitting the experimental data to the functional form 

introduced in Section 2. Figures 8a and 8b illustrate the difference between the true total temperature 
and the sensor temperature before and after applying the correction. For the thermocouple, the 
maximum overall error in the uncorrected case reaches 1.5 K during the heated test at Mach 1.1, while 
the corrected case reduces the maximum error to below 0.25 K. In contrast, the FBG probe exhibits 

larger errors: the maximum uncorrected error of 5 K is reduced to approximately 1 K after correction. 

 

Figure 8. Difference between total temperature and sensor temperature with and without 
correction for thermocouple (a) and FBG (b), with the associated uncertainty bands (c). 
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The larger discrepancies observed for the FBG are likely due to effects that are unique for fiber-based 
sensors, such as the use of protective coatings around the grating to restrict strain. In the specific FBG 

probe used, the grating is not in direct contact with the flow stream; it is encased in PEEK, which 
increases the time required to reach thermal equilibrium, and adds another resistive element between 
the flow temperature and the sensor. 

Figure 8c presents the corrected temperature differences for both probes, including the uncertainty 

bands propagated through the fit using the Monte Carlo scheme. These results highlight the necessity 
of coupling probe design with correction methodologies. Well-designed probes minimize the need for 
extensive corrections, thereby limiting the associated increase in uncertainty. For the conventional 

probes tested here, the propagated 2σ uncertainty band after correction ranges from ±0.4 K at the 
lowest Mach number to ±1.8 K at the highest for the thermocouple, and from ±0.8 K to ±3 K for the 
FBG. Because conventional probes were intentionally selected to clearly demonstrate temperature 
errors, the required corrections—and the resulting uncertainties—are comparatively large. 

 

5.2. Splitting into velocity and conduction error 

Conventional approaches, such as treating the error contributions independently, replace all 

adiabatic temperatures with the sensor temperature in Equations (2) and (3), yielding recovery and 
dimensionless conduction factors as shown in Figure 9. The recovery factor exhibits the expected trend, 
but the lack of overlap among the two curves for the same sensor indicates additional non-geometric 
effects beyond velocity error. The conduction factor plot is also inconsistent: it should remain positive 

and decay toward zero with increasing Mach number, which is not observed, particularly in the unheated 
test. These discrepancies demonstrate that, in high-temperature, high-speed flows with conventional 
probes, conduction and velocity errors are strongly coupled.  

 

Figure 9. Pseudo-recovery factor and Pseudo-dimensionless conduction error if the 

independent effects assumption is used. 
 

After applying the correction, the recovery factor and dimensionless conduction error for both the 

thermocouple and FBG are shown in Figure 10. The overall trends agree with previous observations by 
Sanchez and Paniagua [29], and Moffat [24]. 

The recovery factors of both probes stabilize at high values due to their shielding, reaching maxima of 
0.98 for the thermocouple and 0.95 for the FBG at Mach numbers above 0.8. The results for the two 

probes are very similar and, in most cases, fall within the uncertainty bands of one another, consistent 
with the recovery factor being primarily a function of probe geometry, which is identical for both 
casings. The small differences are likely due to the sensing location in the FBG not being directly 

exposed to the flow; instead, the stagnation point is experienced by the PEEK enclosure, which 
subsequently transfers heat to the internal grating. 
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Figure 10. Recovery factor and dimensionless conduction error after splitting the error 
contributions into velocity and conduction based 

The dimensionless conduction factor increases at low Mach numbers, where the Nusselt number is 
small, and conduction dominates heat transfer. The error in this regime is noticeably larger for the FBG. 
In theory, conduction errors should be reduced in the FBG, as its PEEK casing has very low thermal 
conductivity. A low-conductivity material is generally advantageous because it limits heat transfer to 

the casing, bringing the sensor reading closer to the flow temperature. However, since the FBG is not 
in direct contact with the flow, the low thermal conductivity of the PEEK enclosure also impedes rapid 
heat transfer from its outer surface to the internal grating—a limitation that is most pronounced at low 

Mach numbers. In this regime, the uncertainty bands of the two probes no longer overlap, confirming 
that conduction error is significantly different between them. 

Figure 11 presents the relative contribution of conduction error to the total measurement error as a 
function of Mach number for both probes. This representation was used by Villafañe and Paniagua to 

compare different thermocouple probes, and it ranges from 0 (error entirely due to velocity effects) to 
1 (error entirely due to conduction effects). [25]. At low Mach numbers, conduction dominates in both 
cases, but its relative importance is significantly higher for the FBG, reaching up to 80%, likely due to 

the insulating effect of the PEEK enclosure that amplifies the temperature difference between the flow 
and the sensor. Flow heating does not alter these low-Mach trends, as the relative contributions overlap 
for heated and unheated tests. At higher Mach numbers, the conduction contribution decreases below 
30% for both probes, with heated flow tests showing higher values due to the increased temperature 

gradient between the flow and the stem. In this regime, both probes exhibit similar behavior, suggesting 
that the elevated Nusselt numbers enhance heat transfer through the FBG’s PEEK enclosure, leaving 
conduction to the probe stem as the only conduction effect remaining for both probes. 

 

Figure 11. Relative contribution of conduction error with respect to the total temperature 
error for both probes. 
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6. Conclusions 

This work has presented an analytical framework to quantify and correct velocity- and 
conduction-related errors in total temperature measurements relying only on experimental 

measurements. Apart from thermocouples, this framework has been applied to off-the-shelf Fiber Bragg 
Grating sensors to characterize and compare the sensitivity of each probe to both temperature errors. 
The framework eliminates the dependence on difficult-to-access quantities in experimental facilities 

such as the internal casing temperature by reformulating the conduction model in terms of the external 
casing temperature. The adiabatic wall temperature is also made implicit in the formulation so that it 
does not have to be directly measured, as measuring in truly adiabatic condition is not realistic. The 
resulting functional form, calibrated experimentally, enables direct recovery of the true stagnation 

temperature with quantifiable uncertainties from Monte-Carlo propagation. 

Application of the methodology in the FIOR facility across a wide range of Mach numbers and heating 
conditions demonstrated that temperature errors in conventional probes can reach up to 1.5 K for 
thermocouples and 5 K for FBGs in a transonic flow (Mach 1.1) at moderate total temperatures (370 

K). After correction, these errors were reduced to below 0.25 K and 1 K, respectively. The recovery 
factor and dimensionless conduction error trends agree with classical correlations, confirming the 
validity of the approach. While both probes exhibited similar recovery factors consistent with their 

identical stem geometries, the FBG showed significantly higher conduction error contributions at low 
Mach numbers, reaching up to 80% of the total error. This effect is attributed to its PEEK enclosure, 
which limited heat transfer to the stem (beneficial for reducing conduction error) but also hindered fast 
heat transfer to the enclosed grating (detrimental for reducing conduction error), and this last effect 

appeared to be dominant at low velocities. At higher Mach numbers, conduction contributions dropped 
below 30% for both probes, indicating that velocity effects became dominant. Additionally, the relative 
contributions collapsed for both probes, showing that the effect of the PEEK enclosure on hindering 

fast heat transfer reduced at higher Nusselt numbers, and the conduction error for both probes became 
more similar. 

Overall, the developed formulation provides a generalized and experimentally implementable correction 
strategy that is extendable to different probe types beyond thermocouples and FBGs. These insights 

pave the way for more accurate and transferable total temperature measurements in high-speed, high-
temperature flows, with direct applicability to aerospace testing and diagnostics. 
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