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Abstract: Results of a flutter experiment on a CAST 10 supercritical laminar airfoil with an
experimentally specified degree of freedom in pitch are presented. On the basis of a selected
limit cycle oscillation, the underlying unsteady flow effects are analysed. In addition to a res-
olution of the movement and the temporal behavior of the laminar-turbulent boundary layer
transition as well as the movement of the compression shock, the shock-boundary layer interac-
tion is discussed in detail. An analysis of the energy transfer establishes a connection between
the previously discussed flow effects and possible causes for the aeroelastic instability as well
as the limitation of the amplitude of the observed LCOs. A phase lead of the boundary layer
transition in relation to the shock motion occurs. This is associated with a change of the phase
difference between the aerodynamic moment and the pitch motion of the laminar airfoil during
the onset and growth of limit cycle oscillation, which contributes significantly to the limitation
of the LCO amplitude. In addition, a connection between the movement of the boundary layer
transition and a positive energy input into the structure is indicated.

1 INTRODUCTION

Airfoil flutter in transonic flow typically occurs within the so called transonic dip which is
related to shock dynamic and shock-boundary layer interaction [1]. These fluid mechanical
effects are nonlinear in themselves, so that the transonic flow over an airfoil is inherently non-
linear. Thus, transonic flutter is dominated by these effects and as a result often occurs as limit
cycle oscillation (LCO) [2, 3]. Transonic flutter becomes even more complex when a laminar-
turbulent boundary layer transition is present and begins to interact with the flow, as it is the
case for laminar airfoils. Due to the special airfoil geometry, in particular the maximum thick-
ness moved downstream, laminar airfoils maintain a laminar boundary layer over a large part of
the chord. Nevertheless, sooner or later a laminar-turbulent boundary transition occurs, result-
ing in a change of the flow field. Especially in the vicinity of the characteristic drag bucket of
the laminar airfoil the boundary layer transition is very sensitive to small disturbances, so that
distinct movements of the boundary layer transition can occur [4–7]. As a result, the boundary
layer transition also influences the aeroelastic behavior of laminar airfoils, which raises new
questions regarding the aeroelastic stability of this technology.

The DLR Institute of Aeroelasticity pursues a long-term strategy to assess the risk of flutter
of laminar airfoils [8]. In several numerical and experimental investigations, the influence of

1



IFASD-2019-132

the laminar-turbulent boundary layer transition on the steady and unsteady aerodynamics of a
supercritical CAST 10 laminar airfoil was investigated [4, 5, 9–12]. Thereby it was shown that
the aerodynamics, in particular the unsteady one, show pronounced nonlinearities for a free
transitional boundary layer. These nonlinearities occur locally in the vicinity of the drag bucket
of the CAST 10 laminar airfoil and largely disappear for a fully turbulent inflow or a fixed
transition. In addition to the studies conducted to investigate the aerodynamics of the laminar
airfoil, a 2D flutter test with a heave and a pitch degree of freedom (DOF) was performed to
estimate the effect of boundary layer transition on the flutter stability [13]. For a free transitional
boundary layer, the transonic dip of the CAST 10 laminar airfoil became deeper and was shifted
to lower Mach numbers in comparison to a fully turbulent one. Thus a destabilizing effect
of the boundary layer transition occurred, which was confirmed by numerical results [9–11].
Furthermore, the flutter behavior was affected by the boundary layer state as well. Only for a
free transitional boundary layer, LCOs were observed that oscillated with almost one degree of
freedom (1-DOF) in pitch. These LCOs showed similarities to the 1-DOF LCO observed in
flutter tests on the NLR 7301 airfoil presented in [2].

1-DOF flutter is a well-known phenomenon that can occur at the bottom of the transonic dip
and differs from the classic 1-DOF pitch flutter in subsonic flow [3, 14–16]. In 2D flutter ex-
periments, 1-DOF LCOs were observed for a free boundary layer transition [17] as well as for
a fixed transition [2]. Further aeroelastic instabilities or oscillations with nearly one degree of
freedom were observed by [18–20]. Other comparable instabilities or 1-DOF flutter often occur
as frequency lock-in phenomena in connection with shock buffet [21]. The underlying mech-
anisms have recently been attributed to a coupling between a structural mode and an unstable
fluid mode [22, 23].

For a more precise identification of the underlaying mechanism of the above mentioned flutter
behavior of the CAST 10 laminar airfoil, a second 2D flutter experiment was performed [24].
An aeroelastic configuration with two experimentally specified degrees of freedom heave and
pitch was investigated, whereby the LCOs observed in the first flutter experiment occurred
again. In the further progress of the flutter test, the heave DOF was locked, thus the 2-DOF
configuration was reduced to a configuration with one degree of freedom in pitch. For this
1-DOF configuration LCOs in pitch were observed as well. For higher Mach numbers, these
limit cycles became unstable and flutter with rapidly increasing amplitudes occurred that had to
be stopped before mechanical damage was caused. Further (nested) LCOs were therefore not
detected [2, 25, 26]. However, as with 2-DOF, the 1-DOF instabilities are also directly linked
to a free transitional boundary layer since they occurred in the vicinity of the drag bucket of
the CAST 10 laminar airfoil and vanish for a turbulent inflow. It is therefore assumed that the
complex interaction of shock and boundary layer transition seems to be the reason for these
LCOs.

The present paper discusses the mechanism of the observed transonic LCOs for the 1-DOF
configuration of the CAST 10 laminar airfoil in two ways. On the one hand, aerodynamic
resonances are presented in order to provide a basis for discussion of possible causal effects
with the observed flutter behavior, i.e. possible lock-in phenomena or unstable fluid mode
interactions. On the other hand, one LCO is analyzed with respect to the occurring shock
motion, the motion of the laminar-turbulent boundary layer transition, the interaction of both,
and finally the energy transfer between the structure and the flow. This together aims at enabling
an identification of the flow processes which lead to the energy input but also to the amplitude
limitation of the LCO. This is discussed in detail at the end of the present paper. So, the
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paper will contribute to explain the occurrence of the observed LCOs on the laminar airfoil
in transonic flow and to further increase the knowledge about the effect of the boundary layer
transition on the aeroelastic stability.

2 EXPERIMENTAL METHODOLOGY

The presented results were obtained in 2D wind tunnel tests on a CAST 10 supercritical laminar
airfoil model (chord c = 0.3 m and span s = 0.997 m), carried out in the Transonic Wind Tunnel
Goettingen (DNW-TWG). Forced pitching motion tests and a flutter test with one experimen-
tally specified degree of freedom in pitch were conducted. The data evaluated and analyzed
here were measured at a Mach number of Ma = 0.73 and a Reynolds number of Re ≈ 2 · 106

for a boundary layer with free transition, hence, without transition tripping.

An overview of the experimental setup for forced motion tests, with detailed information on the
test rig can be found in [4, 5]. In the process of the experiment, steady lift and momemt curves,
drag polars, frequency sweeps and pitch oscillations with varying amplitudes and frequencies
were measured. The latter are used for the investigation of aerodynamic resonances (see section
3.1.1). The experimental setup of the flutter test is already described in detail in [6, 24]. The
application of the hot-film anemometry system used to resolve the boundary layer behavior (see
section 3.3) is described in [7]. Hereafter, only the most important key points of the flutter test
are summarized.

Figure 1: PSD of a selected acceleration sensor (left) and decay curve of the pitch amplitude (right)
measured during the vibration test of the aeroelastic 1-DOF configuration.

To provide an aeroelastic system with one degree of freedom, the flutter test rig of the DLR -
Institute of Aeroelasticity was used. With the help of a mechanical interlock, the heave degree
of freedom was locked. Two torsion springs between which the model was suspended elastically
provided a pitch motion of the wind tunnel model around the elastic axis e = c/4. The mass
moment of inertia related to e, including all parts which perform a pitch oscillation, is Iα ≈
0.065 kg·m2. The wind off eigenfrequency of the 1-DOF configuration, measured during a
vibration test, was fα = 47.7 Hz as shown in the power spectral density (PSD) in Fig. 1 on the
left side, obtained by an acceleration sensor. Further eigenfrequencies occurring in Fig. 1 belong
to structural eigenmodes of the experimental setup. The corresponding damping coefficient is
Dα = γα/ωα ≈ 0.39 % as shown on the right side in Fig. 1 by means of an exemplary decay
curve with the corresponding decay coefficient γα, also measured during the vibration test.
The wind tunnel model and the flutter test rig were equipped with sensors to record unsteady
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aerodynamic forces, pressure distributions, boundary layer information and the motion of the
airfoil. The angle of attack α was thereby measured by laser triangulators placed outside of the
wind tunnel test section. All data were recorded simultaneously and time-synchronized.

Finally, it should be noted that structural nonlinearities of the flutter test rig, in particular of the
spring systems, were largely excluded in further structural tests on the test rig. So, the structure
of the aeroelastic test setup can be regarded as linear. Observed nonlinear aeroelastic effects
such as LCOs are therefore based on nonlinearities resulting from the aerodynamics itself.

3 RESULTS

The following section is divided into two parts. First results obtained during the force motion
test are presented, with an emphasis on aerodynamic resonances. This is followed by a de-
scription of the results from a 2D flutter test with one degree of freedom in pitch for which a
representative LCO case is analyzed in more detail.

3.1 Aerodynamic resonances

In the following, the resonance effects that occurred in the experimental context of the force
pitching motion test on the CAST 10 laminar airfoil are briefly discussed. On the one hand,
aerodynamic resonances and oscillations of the aerodynamics are taken into account. On the
other hand, wind tunnel resonances are discussed. This is done to distinguish between observed
self-excited flutter mechanisms later on, possible resonances or possible frequency lock-in phe-
nomena. However, a detailed examination of these correlations goes beyond the scope of this
paper and will be addressed in further investigations.

3.1.1 Aerodynamic resonances occurring on the laminar airfoil

(a) PSD of cpS (b) PSD of τq

Figure 2: Contour plots of the PSD of the pressure distribution cpS (a) and the quasi-wall shear stress τq
(b) of the airfoil’s suction side, measured at Ma = 0.73 and α ≈ 0◦.

During the measurement of steady lift and pitching moment curves of the CAST 10 laminar
airfoil in the vicinity of the characteristic laminar bucket, aerodynamic oscillations occurred
around an angle of attack of α0 ≈ 0◦. The measured pressure distributions showed significant
fluctuations of cp, in particular at Mach numbers of Ma = 0.73 and Ma = 0.74 [24]. For these
boundary conditions an unsteady flow field was present around the otherwise steady laminar
airfoil model. The PSDs of the pressure distribution of the airfoils’s suction side cpS and the

4



IFASD-2019-132

quasi-wall shear stress τq, obtained by the hot-film sensors [7], are shown in Fig. 2(a) and
Fig. 2(b), respectively. A general increase in power density of cpS is observed at 0.4 . x/c .
0.6 for the entire frequency range. This corresponds approximately to the spatial localization
of the pressure fluctuations on the suction side of the airfoil for these boundary conditions
[24]. The same can be observed in the PSD of the quasi-wall shear stress in the range around
x/c ≈ 0.4. The latter coincides with the position of the laminar-turbulent boundary layer
transition [7]. In both cases there is also a marked increase in power density at a reduced
frequency1 of ω∗ ≈ 0.35 (≈ 45 Hz). This indicates an aerodynamic resonance of the CAST 10
laminar airfoil and is directly related to the observed fluctuations of the pressure distribution.

In addition to the measurement of steady polars, forced pitch oscillations with the CAST 10
laminar airfoil were performed prior to the flutter test. For different Mach numbers the fre-
quency f of the pitch oscillation was varied in the range 13 Hz . f . 73 Hz, corresponding
to reduced frequencies of ω∗ ≈ 0.1 up to ω∗ ≈ 0.55. The mean angle of attack was α0 ≈ 0◦, the
pitch amplitude was kept constant at α̂ ≈ 0.1◦. By using the data of the frequency variations,

(a) magnitude |cl,α| (b) phase φ(cl,α)

Figure 3: Magnitude and phase representation of the lift coefficient derivative cl,α.

(a) magnitude |cm,α| (b) phase φ(cm,α)

Figure 4: Magnitude and phase representation of the moment coefficient derivative cm,α.

the aerodynamic derivatives of the lift coefficient cl,α and the moment coefficient cm,α were
calculated, based on a H1-estimator of the transfer function. The results are shown in Fig. 3 and
Fig. 4 for cl,α and cm,α, respectively. The derivatives are presented by means of their magnitude

1The reduced frequency is calculated with the full chord length of the airfoil, so ω∗ = ω c
u∞

= 2πfc
u∞

.
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|cl,α| or |cm,α| and their phase φ(cl,α) or φ(cm,α). |cl,α| as well as |cm,α| also show a signifi-
cant maximum around ω∗ ≈ 0.35 for Ma = 0.73 in agreement with the data in Fig. 2. The
maximum values for |cl,α| and |cm,α| both shift with increasing Mach number towards lower
frequencies. For Ma = 0.74 the maximum occurs around ω∗ ≈ 0.3, whereas for Ma = 0.75
none is recognizable. Earlier experimental results already showed a similar behavior and an
aerodynamic resonance around ω∗ ≈ 0.2 for Ma = 0.75 at a slightly increased mean angle of
attack of α ≈ 0.2◦ [5]. In numerical investigations a maximum occurred in the lift derivative
|cl,α| in a reduced frequency range of about 0.3 to 0.4 for a smaller Mach number Ma = 0.72
and α0 = 0◦ [9]. A higher frequency resolution narrowed the frequency range more precisely
to a resonance at about ω∗ ≈ 0.35 and confirmed a shift of the resonance peak to smaller fre-
quencies with increasing Mach number [11]. The significant influence of the mean angle of
attack with respect to resonances, thus the associated position within the laminar drag bucket
of the laminar airfoil, was also confirmed. However, for a Mach number of 0.73 and α = 0◦

there was no stable solution of the stationary flow field due to a strongly changing transition
position in connection with a periodic occurrence of compression shocks [9]. The development
of a new transition model (γ-transition model [27]) has made it possible to prove an aerody-
namic resonance even at Ma=0.73, which occurs around ω∗ ≈ 0.45 and vanishes for a fixed
transition location [28]. Nevertheless, the unsteady flow phenomena occurring at the CAST 10
laminar airfoil in the vicinity of the drag bucket around Ma ≈ 0.73 are still difficult to capture
numerically.

However, in all investigations it was confirmed that aerodynamic resonances are connected to
a free boundary layer transition and do not occur for a fully turbulent flow. This is analogous
to the 1-DOF flutter mechanism, which also occurs only for a free transitional boundary layer
at the laminar airfoil [24]. Altogether the question arises to what extent the occurring reso-
nances are connected to this flutter mechanism. Looking at the effects from the point of view
of a possible frequency lock-in, it should be noted that there is a clear discrepancy between
the frequencies occurring. The flutter frequencies lie between 0.4 . ω∗ . 0.45 (55 Hz and
60 Hz), whereas the structural wind-off eigenfrequency of the experimentally specified one de-
gree of freedom is below 48 Hz. The maximum of the observed aerodynamic resonances is
about ω∗ ≈ 0.35 at comparable boundary conditions where 1-DOF flutter occurs. Thus one
would expect a frequency lock-in rather in the range of the resonance and the structural eigen-
frequency, so below the observed flutter frequencies, although the structural frequency changes
with increasing Mach number. Nevertheless, based on the available results, a frequency lock-in
cannot be ruled out and requires further investigation.

It should also be noted that the derivative of the aerodynamic moment for Ma = 0.73 shows a
phase lead (φ(cm,α) < −180◦) of cm for frequencies above about ω∗ ≈ 0.45, as can be seen in
Fig. 4(b), which enables 1-DOF flutter in pitch [29, p. 622]. Further investigations have already
shown a similar phase behavior of the aerodynamic moment, but at different Mach numbers or
angles of attack [5, 9, 11, 27].

3.1.2 Wind tunnel resonances

All wind tunnel tests on the CAST 10 laminar airfoil were carried out in the adaptive test-
section of the DNW-TWG, as described in [24]. An adaptation to the steady flow field of the
wind tunnel model at a given mean angle of attack is carried out, thus minimizing remaining
wall interference, even for moderately oscillating airfoils [25]. Nevertheless, it is not possible to
achieve ideal free flight conditions in the wind tunnel. The occurrence of tunnel wall reflections
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in the from of acoustic waves play an essential role [30], in particular in compressible flows and
for higher values of the reduced frequency [31]. Thereby, standing wave patterns are formed
between tunnel wall and model, when a resonance condition is fulfilled. So, for flutter tests, it
must be ensured that wind tunnel resonance frequencies are separated from natural frequencies
or dominant flutter frequencies of the aeroelastic system. For a wind tunnel section with closed,
solid walls the resonance circular frequencies can be estimated using the method given in [30,
31], which reads

ωn = (2n− 1) · πu∞

√
1−Ma2

Ma
· 1

2b
. (1)

ωn depends on the Mach number Ma, the free stream velocity u∞ and the half of the wind
tunnel test section height b. An evaluation of Eq. (1) at the given boundary conditions where
flutter occurs at the laminar airfoil shows that the lowest resonance frequency does not fall
below 100 Hz. For the observed 1-DOF flutter cases there are no flutter frequencies above
about 60 Hz [24], hence a correlation of both can be excluded.

3.2 Shock motion during LCO

For a more detailed consideration of the mechanisms of 1-DOF flutter on the laminar airfoil, a
representative LCO is selected, which has already been discussed in [6, 7, 24]. The time series
over three oscillation periods as well as the phase space representation are depicted in Fig. 5.
For comparison, a sine wave with the same oscillation frequency of fα = 59.2 Hz (reduced
frequency ω∗ ≈ 0.46) and an amplitude of α̂ = 0.72◦ is plotted as well, showing the nearly
sinusoidal airfoil motion in pitch, which was measured by the laser triangulators. In Fig. 5 nine

Figure 5: Representative LCO, measured at Ma = 0.73, Re ≈ 2 · 106 and p0 = 55 kPa for a free
transitional boundary layer, changed according to [24].

phase angles Φ of one oscillation period are marked by points. The pressure distributions for
these nine points indicate a shock motion of nearly 50 % of the chord length along the airfoil
suction side during one oscillation period as was presented in [24]. The dynamics of these same
points is shown on the left side of Fig. 6, where the temporal and spatial development of the
pressure coefficient cp,s(x, t), obtained by the pressure sensors located at the airfoil’s suction
side, is shown by a contour plot. Red colors mark high negative cp-values, whereas blue is
used for low values. Supersonic areas are enclosed by the critical pressure coefficient cp∗ (grey
dotted line). For a determination of the shock position the temporal development of the spatial
derivative of the pressure distribution cp,s′(x, t) = ∂cp,s/∂x, shown on the right side, is used.
Compression shocks now lead to a significant increase in pressure, resulting in strong positive
gradients colored in red. Fig. 6 (right) shows, that strong positive gradients occur during the
LCO in the range 0.7 . x/c . 0.8 and 0.3 . x/c . 0.4 in a periodic sequence. For a more
precise quantification of these areas, cp(x, t) was interpolated linearly and the gradient ∂cp/∂x
was determined at the intersections with cp

∗. Based on the sign and the respective gradient
value, the position of compression shocks xs as well as the corresponding shock strength can
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Figure 6: Temporal and spatial development of the pressure distribution of the airfoil’s suction side
cp,s(x, t) and the spatial gradient cp,s(x, t)

′ during the LCO. The gray dotted line marks the
critical pressure coefficient cp∗ and the black circles represent the position of a compression
shock.

be largely determined automatically. The shock positions thus obtained are depicted in Fig. 6
by black circles, where the size of the circles scales with the shock strength.

Figure 7: Pressure distributions cp,s(φ) (red) and the spatial derivative cp,s′ (blue) for the phase angles
marked in Fig. 6. The determined shock position is marked by a blue bar.
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To illustrate the determination of the shock position more clearly, the pressure distributions of
the airfoil’s suction side cp,s as well as the spatial derivatives cp,s(x, t)

′ for the nine phase angles
of the selected LCO period are shown in Fig. 7. The respective shock position obtained is
indicated by a blue bar, with the shock strength corresponding to the bar width and transparency.
It can be seen that a shock occurs in the range 0.75 . xs . 0.8 during the upstroke (φ ≈ 0◦ ↗
φ ≈ 90◦) of the laminar airfoil, which increases in strength, but then suddenly disappears with
the beginning of the downstroke (φ = 135◦). Near the zero crossing of ∆α the shock reappears
upstream at 0.3 . xs . 0.4 for φ ≈ 180◦ ↘ φ ≈ 225◦ and disappears again during the
beginning of the upstroke. Occurring supersonic regions (cp > cp

∗) where the transition to
subsonic velocities is accompanied by a flat pressure increase (for example at φ = 135◦), i.e. a
small gradient, indicate shock-free recompression and are therefore not identified as a shock.

Figure 8: Temporal development of the shock position xs(t) during the LCO. Dashed lines mark areas
where which no shock occurs.

Finally, Fig. 8 shows the motion of the shock position xs(t) for the entire resolved time range of
the considered LCO. Two essential aspects can be identified using this figure. On the one hand,
the shock position moves slightly upstream during the upstroke of the laminar airfoil, i.e. with
an increase in the angle of attack, what can also be noted in Fig. 6. Consequently, there is an
inverse shock motion roughly from φ ≈ 0◦ to φ ≈ 90◦, which in turn indicates a detachment of
the boundary layer at the trailing edge in this section of the oscillation period. On the other hand,
there is a periodic but interrupted shock motion with a changing shock strength. The present
shock motion thus resembles a type B shock motion according to [32], but shows besides an
interruption of the shock during a part of its backward motion also an interruption during a
part of its forward motion. However, the nonlinear behavior of the shock motion is clearly
recognizable and leads to nonlinear unsteady lift and moment coefficients, as already discussed
in [24]. Furthermore, effects such as trailing edge detachment and type B shock motion are
related to the amplitude limitation of LCOs, as discussed in [2,33]. The relationships presented
here are further discussed in section 3.5 with regard to a amplitude limitation. The additional
motion of the boundary layer and the interaction with the compression shock are described
below.

3.3 Boundary layer behavior during LCO

The suction side of the CAST 10 laminar airfoil model is equipped with 26 hot-film sen-
sors, with which the behavior of the boundary layer was resolved along a chordlength of
0.1 ≤ x/c ≤ 0.8. A first description of the behavior of the boundary layer during a LCO
has already been given in [6]. A more detailed investigation of the laminar-turbulent boundary
layer transition motion is presented in [7]. Furthermore, a detailed description of the hot-film
anemometry technique and the data evaluation can be found there. In the following, the results
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of the boundary layer motion will be described and summarized once more. However, the dis-
cussion of a shock-boundary layer interaction, which has already partly taken place in [7], is
quantified more precisely here. Using the previously presented results of the shock motion, a
correlation with the boundary layer transition movement now allows a more accurate localiza-
tion of the shock-boundary layer interaction during the LCO.

3.3.1 Motion of the laminar-turbulent boundary layer transition

In [7] a data evaluation method was developed, with which a largely automatic estimation of
the unsteady boundary layer transition can be carried out. The transition determination is based
on a calculation of the quasi-wall shear stress τq [34, 35] and a gradient method, using the
signals of the hot-film sensors. The quasi-wall shear stress is physically motivated and directly
proportional to the real wall shear stress τw, with the exception of deviations when the boundary
layer has separated. The latter are caused by the measurement technology used. A boundary
layer transition is indicated analogous to τw by a significant increase of τq, whereby values of
the quasi-wall shear stress close to zero indicate a separation of the boundary layer. For the first
time, this method enables an analysis of a large amount of unsteady hot-film data and provides
valid results even under transonic flow conditions with a shock-boundary layer interaction.

Using this algorithm, the temporal development of the position of the laminar-turbulent bound-
ary layer transition xtr(t) was determined for the selected LCO shown in Fig. 9. It should be

Figure 9: Temporal development of the boundary layer transition position xtr(t) during the LCO. Dashed
lines mark areas in which no boundary layer transition occurs, thus a fully laminar boundary
layer is present within the sensor range.

noted that the exact estimation of the transition position is limited by the low spatial resolution
of 26 hot-film sensors distributed along 0.1 ≤ x/c ≤ 0.8. Outside this range, no reliable data on
the boundary layer state are available. Furthermore, no spatial extent of the transition process is
determined, so that altogether xtr is subject to uncertainty. Nevertheless, Fig. 9 shows that the
significant movement of the transition and the behavior of the boundary layer can be resolved
during the LCO.

Looking at this behavior for one oscillation period of the laminar airfoil, the position of the
laminar-turbulent boundary layer transition does not change during the upstroke of the airfoil
(φ = 0◦ ↗ φ = 90◦), it remains at an airfoil chord position of xtr ≈ 0.8. However, it should
already be noted here that a slight movement of the transition towards the leading edge of the
airfoil occurs, which is not detected by the spatially limited resolution of the hot-film sensors
and the evaluation algorithm. A more detailed discussion is given in the following section.
With the beginning of the downstroke of the airfoil (φ = 90◦ ↘ φ = 135◦) a rapid upstream
movement of the transition from xtr ≈ 0.8 to xtr ≈ 0.45 occurs. This motion decelerates in
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the further progress of the downstroke, with the transition moving further towards the leading
edge (xtr ≈ 0.3). Shortly before reaching the reversal point of the model motion (φ = 268◦)
the transition starts to move downstream again and is located at xtr ≈ 0.7 for φ = 312◦.
Subsequently, a complete laminar boundary layer within the sensor range is present for a short
period of time, so that no boundary layer transition is detected. In Fig. 9 this area is marked by
a dashed line. For larger phase angles (e.g. φ = 357◦) the transition position is again xtr ≈ 0.8.

Overall, a distinct movement of the laminar-turbulent boundary layer transition over more than
50 % of the airfoil’s chord can be observed during an oscillation period of the LCO. This peri-
odic movement of the boundary layer transition with a short interruption during the movement
downstream has strong similarities to a type B shock motion according to [32]. It can therefore
be described as a type B transition movement. Furthermore, a comparison with ∆α shows that
the transition movement is clearly lagging behind the model movement. This is quantified in
more detail in the following section in connection with the motion of the shock position.

3.3.2 Shock-boundary layer interaction

The currently received results for the movement of the shock as well as for the movement of
the boundary layer transition are shown together in Fig. 10. An interaction of the compression

1 1 1

2

3 4

2

3

2

3 44

Figure 10: Movement of the shock and transition positions xs and xtr respectively to illustrate the shock-
boundary layer interaction.

shock and the boundary layer transition can thus be directly detected by means of a superpo-
sition of both movements. Based on this, four regions can be classified during an oscillation
period, which are marked in Fig. 10.

In regions 1 and 3 the position of the shock and the boundary layer transition correlate with each
other, whereby in region 3 the shock-boundary layer interaction is directly noticeable. In region
1, xtr and xs deviate from each other by up to 5 % of the airfoil’s chord, whereby especially
the transition does not seem to follow the inverse shock motion. As mentioned before, this is
due to the limited spatial resolution of the hot-film sensors. As a result, the transition algorithm
does not capture the movement of the boundary layer transition accurately enough, which is
indeed present and correlates with the shock in this region. Consequently, a shock-boundary
layer interaction is also present in region 1. Thus it can be seen that roughly after the zero
crossing of the airfoil motion until the upper (region 1) or lower (region 3) reversal point of
∆α is reached, respectively, shock and transition position correlate. In the regions 2 and 4,
which roughly adjoin the reversal points of the movement, there is no correlation between xtr
and xs although the trends of both curves are similar. In region 2, shock and transition position
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are temporarily separated from each other up to about 35 % of the airfoil’s chord. Between
φ ≈ 130◦ and φ ≈ 175◦ a shock does not occur at all, as it is the case in the entire region 4.
However, it can be clearly seen in both regions that the transition is leading the shock.

These correlations can now be quantified more precisely by the automated evaluation and res-
olution of the movement of the transition and shock position. Fig. 11 shows the PSDs of the
shock movement (top left) and the transition movement (top right). In both cases the first har-

Figure 11: PSDs of the shock (top left) and transition (top right) movement as well as time series of the
first harmonics of these movements (bottom).

monic matches the first harmonic of the airfoil’s motion frequency fα = 59.2 Hz. In addition,
both xs and xtr contain further higher harmonic components, which is to be expected given
the nonlinear nature of xs(t) and xtr(t). Based on this, the first harmonics were filtered out
and are shown in Fig. 11 together with ∆α. The phase differences of the respective motions
are clearly visible, in particular the leading of the transition in relation to the movement of the
shock. The phase information ϕx of the first harmonics, calculated on the basis of a transfer
function and related to ∆α, are entered in table 1. In addition, the amplitudes of these, so to

Table 1: Properties of the first harmonic components of the shock and the transition motion.

LCO amplitude x̂ frequency fx, Hz phase ϕx,◦

∆α, ◦ 0.72 59.2 0
xs/c, - 0.5 59.2 -139
xtr/c, - 0.48 59.2 -121

speak, aerodynamic LCOs, based on the motion of xs according to Fig. 8 and xtr according to
Fig. 9, are listed in table 1 as well. Thus, both the shock movement and the transition lag be-
hind the motion of the laminar airfoil model by ϕxs ≈ −139◦ and ϕxtr ≈ −121◦, respectively.
This also shows that there is a phase difference of ∆ϕxtr,xs ≈ 18◦ between the movement of
the transition and the shock. As can be seen in Fig. 10, particularly in the regions 2 and 4, the
transition first leads the shock, which then jumps with some delay to the transition position and
correlates with it again. This relationship is further discussed in connection with the amplitude
limitation of the LCO in section 3.5.
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3.4 Estimation of Energy Transfer during LCO

In addition to the precise quantification of the shock-boundary layer interaction, the question
arises which flow effects are associated with a local energy exchange between structure and
flow during the LCO. To answer this question, the aerodynamic energy transfer in the mid-
section of the laminar airfoil has been calculated. In contrast to previous investigations [25,
36, 37], the entire energy balance of the aeroelastic system was not considered, but only the
work W performed by the aerodynamics. If the aeroelastic system is in a stable limit cycle,
it can be expected that there is an equilibrium between the aerodynamic work contribution W
and the dissipated energy per period due to structural damping [14, 36]. Consequently, the
energy supplied per period by the aerodynamics must be positive, so the flow must work on the
structure.

Figure 12: Obtained energy transfer W (∆αms) for the represented LCO, whereby for the calculation
solely a pitch movement of the laminar airfoil was included. The orange marked area de-
scribes the energy transfer over an oscillation period. The green line represents the LCO in
pitch ∆α, measured by the laser triangulators.

For the calculation of the energy transfer, first the displacement d~r = ~v(t)dt of a single arc or
surface element dA of the airfoil model during the time increment dt is determined, related to
the airfoil mid-section. The unsteady force d~F (t) acting on this surface element is calculated
from the measured pressure coefficients to d~F = −q∞ [cp(t)− c̄p] dA n̂(t), with the associated
normal vector n̂(t). The work performed by the pressure force per surface element equals
dW (t) = d~F (t) · d~r(t). The entire work done on the airfoil then results from the integration
along the airfoil contour or over all surface elements W (t) =

∮
dW (t). The average work

done over a period is then given by 1
T

∫ T
0
W (t) dt. A positive sign describes an energy transfer

from the flow into the structure, whereas a negative sign describes the energy release by the
structure. Fig. 12 shows the energy W (∆αms, t) for the considered LCO, calculated according
to the procedure described above. For the determination of the displacement vector d~r only
the motion in pitch ∆αms was considered, which was calculated using two acceleration sensors
located in the mid-section of the airfoil model. As can be seen immediately, negative work
is performed during an LCO period (orange area in Fig. 12,

∫ 2T

T
W (∆αms, t) dt < 0). The

aerodynamic forces respective the pitching moment would therefore contribute to a damping of
the motion of the laminar airfoil, which is a clear contradiction to the present LCO.

On the basis of the acceleration sensors integrated in the windtunnel model, the modeshape
present during the LCO then has been analyzed in more detail. As has been shown, in addition
to the given rigid body degree of freedom in pitch, a structural bending of the wind tunnel model
and the experimental setup is also included in the modeshape 2. This is shown in Fig. 13 for

2A comparison of the eigenvectors between the LCO mode {ψLCO} and the experimentally specified 1-DOF
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Figure 13: LCO modeshape for four phase angles φ of an oscillation period. The rotational axis e is
marked by an orange dotted line, while the blue line shows the heave displacement of each
acceleration sensor section in relation to e. The green line visualizes the displacement of the
mid-section of the model. The grey lines mark the zero deflection in rest.

four phase angles φ of a LCO period corresponding to the zero crossings and the upper and
lower reversal points. This shows that especially at the zero crossings of ∆α(t), i.e. for φ = 0
and φ = π, there is a deflection of the whole system and thus a vertical shift h(s, t) along the
model span s (blue line in Fig. 13). As a result, the motion of the mid-section of the airfoil can
be broken down into a combination of a pitch and a heave motion αms and hms (green line in
Fig. 13), related to the rotational axis e. A re-calculation of the energy input with both αms and
hms leads to the result shown in Fig. 14. The upper plot now shows the combined motion of the
mid-section αms and hms, calculated by filtering and integrating the acceleration sensors twice.
The middle plot shows the time series of the corresponding aerodynamic coefficients cl(t) and
cm(t), based on a chordwise integration of the pressure distribution. The lower graph displays
the time series of the aerodynamic energy transfer W (∆αms,∆hms, t). An integration over a
period now results in a positive energy input, as was to be expected. A direct comparison of the
two calculated energy inputs Fig. 12 and Fig. 14 shows that the heave motion due to the bending
of the entire aeroelastic system and thus the lift is the most significant factor that feeds energy
into the structure, as already observed in earlier flutter tests [25, 36] with the supercritical NLR
7301 airfoil.

The marked influence of the lift becomes even clearer when the total aerodynamic work or
the aerodynamic power is broken down into its individual parts. Similar to the presenta-
tions in [25], the unsteady components of the aerodynamic power of the lift coefficient Pl =
∂(h/c)/∂t (cl − c̄l) and of the moment coefficient Pm = ∂α/∂t (cm − c̄m) as well as the total
power Pl+Pm are shown in Fig. 15(a), Fig. 15(b) and Fig. 15(c), represented in the phase space.
For reasons of comparability, the heave amplitude has been normalized by the chord length of
the airfoil c. The scales of the abscissa and ordinate in Fig. 15 have been normalized by the
amplitude of the pitching velocity ∂̂α/∂t. The power components are further plotted against
the normalized pitching velocity ∂α/∂t / ∂̂α/∂t to distinguish between the upstroke and the

rigid body mode {ψ0} using the Modal Assurance Criterion [38] MAC =
|{ψ∗LCO}

T {ψ0}|2

{ψ∗LCO}
T {ψLCO}{ψ∗0}

T {ψ0}
results in a

match of approximately 83 %. A participation of a bending within the modeshape may be due to the static coupling
of bending and pitching through the position of the center of gravity of the wind tunnel model at xcg/c ≈ 0.41 and
thus behind the center of rotation e/c = 0.25.
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Figure 14: Energy transfer W (∆αms,∆hms) (bottom) and lift force and pitching moment coefficients
cl(t) and cm(t) (middle) for the represented LCO, calculated based on a combined pitch and
heave motion of the mid-section (top) of the laminar airfoil. The orange marked area describes
the energy transfer over an oscillation period as before.

downstroke of the airfoil model, analogous to [25]. This is schematically illustrated in Fig. 15.
Areas where ∂α/∂t / ∂̂α/∂t is positive correspond to an upstroke motion of the airfoil, nega-
tive areas correspond to a downstroke motion. A value around zero corresponds to the upper
or lower reversal point, while a value of one (positive or negative) marks the zero crossing of
the pitch motion. As can be seen in Fig. 14 and Fig. 15(c), during a LCO period the maximum

(a) power of lift Pl (b) power of moment Pm (c) aerodynamic power Pl + Pm

Figure 15: Aerodynamic power contribution Pl (a) and Pm (b) as well as the total power Pl + Pm (c),
represented for the entire time period of the recorded LCO. The positions of the selected
phase angles are drawn again with the corresponding markers. The arrows mark the direction
of rotation in the phase space.

energy is roughly fed into the structure in the vicinity of the upper as well as the lower reversal
point. Around the zero-crossings, in contrast, energy is withdrawn from the system. The con-
sideration of the aerodynamic components in Fig. 15 shows that the lift in particular performs
work on the structure over almost the entire range of an oscillation period (Fig. 15(a)). The
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aerodynamic moment, on the other hand, damps the LCO over a wide range (Fig. 15(b)) and
withdraws energy from the system. Only in a short section behind the upper and lower reversal
point, i.e. roughly for ranges π

2
. φ . 2π

3
and 3π

2
. φ . 7π

4
the moment also supplies energy to

the system, which is also shown in Fig. 12.

These correlations can be more accurately quantified by considering the phase relationships
between the motion of the laminar airfoil and the aerodynamic forces shown in Fig. 14. The
amplitudes and frequencies of these various oscillations as well as the phase difference with
respect to the pitch motion of the mid-section are summarized in table 2. As can be seen, there

Table 2: Properties of the limit cycle oscillations.

LCO amplitude x̂ frequency fx, Hz phase ϕx,◦

∆αms, ◦ 0.80 59.2 0
∆hms, mm 1.05 59.2 -64
∆cl, - 0.131 59.2 -18
∆cm, - 0.024 59.2 -135

is a phase difference of ∆ϕcl,h = ϕcl−ϕhms ≈ 45◦ between the lift and the heave motion, where
the lift leads the heave. As a result, assuming a pure periodic motion of all the components,
the direction of the heave motion and the sign of ∆cl are aligned over a period of 3/4T thus
feeding energy into the structure. Due to the phase difference of ∆ϕh,α = −64◦ between ∆hms
and ∆αms, ∆hms and ∆cl are directed in the opposite direction around the zero crossings of
∆αms. There energy is extracted from the system, as can be seen in Fig. 15(a). A fairly similar
behavior applies to the aerodynamic moment. Here, the phase difference of ∆ϕcm,α = −135◦

between cm and pitch leads to energy being withdrawn from the system over a time period
of nearly 3/4T . A positive energy input occurs only in the areas behind the upper and lower
reversal points, i.e. around π

2
. φ . 2π

3
or 3π

2
. φ . 7π

4
, as shown in Fig. 12 and already

mentioned above. The phase difference between ∆hms and ∆αms now leads to an overlapping
of the positive energy transfer of both aerodynamic components as well as a reduction of the
aerodynamic damping of the moment due to an amplifying effect of the lift. This results in
the temporal behavior of the energy transfer between structure and flow, shown in Fig. 14 and
Fig. 15(c), and a positive work over one oscillation period of the LCO.

The results of the integrated energy inputs
∮

dW are also shown by a local consideration of
the energy transfer. Fig. 16 shows the local energy transfer dW along the profile contour for
the nine selected phase angles of the considered LCO. The size of the markers scales with the
amount of energy which is transferred. Green markers indicate an energy transfer from the
structure into the flow, i.e. a damping of the model motion. Red markers, on the other hand,
mark an energy input from the flow into the structure, thus an amplification of the model motion.
As can be seen in Fig. 16, the phase angle ranges (π

2
. φ . 2π

3
and 3π

2
. φ . 7π

4
) in which

energy is introduced into the structure are clearly recognizable again. It can also be seen that
significant differences in the amount of energy transfer occur essentially only on the profile
suction side. The pressure side shows only minor variations, which is related to an only small
change of the pressure distribution or the flow effects localized there, as previous investigations
have shown [5, 9, 24]. In addition to the periodicity of the integrated energy input W (t) with
twice the motion frequency of the LCO (Fig. 14), it can also be seen that at least roughly a
symmetry of the local energy inputs dW (t) is formed over an oscillation period. Thus the local
energy distribution for φ = 1◦ or φ = 357◦ resembles that for φ = 179◦. The same applies
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Figure 16: Local energy transfer for the nine phase angles φ of the representative LCO.

to φ = 46◦ and φ = 223◦, φ = 135◦ and φ = 312◦ as well as φ = 90◦ and φ = 268◦. The
similarity of the integrated energy inputs is already apparent in Fig. 14 by a comparison of
W (φi) for the phase angles φi and φi+180◦ , where the latter is shifted by 180 degrees. The local
similarity of the energy transfer now may also indicates a local similarity of the underlying flow
effects, which therefore also show a periodic behavior, although the pressure distributions differ
significantly due to the model motion and the varying angle of attack, as Fig. 7 makes clear.

However, a subsequent more precise identification of the respective flow effects is not always
feasible. It is obvious in Fig. 16 that at a phase angle of φ = 1◦ and φ = 357◦ on the suction side
of the laminar airfoil in the range of 0.7 . x/c . 0.8 a significant amount of energy is extracted
from the structure. This area correlates with the position of the shock and the laminar separation
bubble formed there [7]. So the shock has a damping effect on the LCO at these points, although
the shock strength is rather low, as Fig. 7 indicates. In contrast, the already mentioned areas in
which energy is introduced roughly correspond to the areas in which a pronounced transition
movement occurs, as a comparison with Fig. 9 or Fig. 10 shows. A further discussion of this
correlation takes place in the following section.

3.5 Summary Consideration

The aeroelastic instability of the laminar airfoil investigated here now raises the question which
mechanism is on the one hand responsible for the instability and on the other hand causes
the limitation of the amplitude. The latter question has already been addressed in numerous
studies [2, 15, 25, 33, 36]. Thereby the amplitude limitation of the investigated limit cycles was
attributed to a transition of the shock motion from type A to type B according to [32] or to a flow
separation at the trailing edge combined with an inverse shock motion. All this in turn leads
to aerodynamic nonlinearities, which are reflected in particular in the nonlinear behavior of the
aerodynamic moment. Both an inverse shock motion in combination with a type B (see section
3.2 and Fig. 8) are also present at the LCO discussed here. A pronounced nonlinear behavior
of the aerodynamic moment also exists (see Fig. 14) and has already been discussed in [24].
Consequently, an explanation of the amplitude limitation on the basis of these effects is also
obvious here. Nevertheless, a more detailed estimation of the effects responsible for amplitude
limitation based on an energy budget analysis as performed in [37] is advised. Thereby, the
amplitude limitation of the investigated LCOs was attributed to a nonlinear aerodynamic power
defect, where in particular the phase differences between the model motion and the aerodynamic
forces have a significant influence. Under the assumption of a purely harmonic oscillation of
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the airfoil and the aerodynamic forces

∆α(t) = α̂ · cos(ωt+ ϕα) , ∆h(t) = ĥ · cos(ωt+ ϕh) ,

∆cm(t) = ĉm · cos(ωt+ ϕcm) , ∆cl(t) = ĉl · cos(ωt+ ϕcl) , (2)

for the aerodynamic power averaged over a period follows

P̄ =
1

T

∫ T

0

Pl + Pm dt =
1

T

∫ T

0

[
∂∆h

∂t
·∆cl

]
dt+

1

T

∫ T

0

[
∂∆α

∂t
·∆cm

]
dt

= −1

2
ĥ ĉl ω · sin(ϕh − ϕcl)−

1

2
α̂ ĉm ω · sin(ϕα − ϕcm)

= −1

2
ω
[
ĥ ĉl · sin(∆ϕh,cl) + α̂ ĉm · sin(∆ϕα,cm)

]
. (3)

P̄ thus depends on the amplitudes of the motion (ĥ, α̂) and the aerodynamic forces (ĉl, ĉm)
as well as on the phase differences between heave and lift ∆ϕh,cl as well as between pitch and
moment ∆ϕα,cm . In the case of linear flutter, these parameters are independent of the amplitude.
Nonlinearities now lead to a change of these parameters with increasing amplitude and therefore
to the nonlinear aerodynamic power defect, thus an amplitude limitation of the LCO [37].

Figure 17: Time series of the amplifying amplitudes of a comparable limit cycle. The motions of the mid-
section ∆αms and ∆hms as well as the aerodynamic coefficients ∆cl and ∆cm, measured at
Ma = 0.73, p0 = 55 kPa, Re ≈ 2 · 106 and α0 ≈ 0.06◦, are depicted.

Following this argumentation, Fig. 17 shows the amplitude amplification of a limit cycle com-
parable to the LCO investigated here3. This was recorded at identical flow conditions (1-DOF
configuration, Ma = 0.73, p0 = 55 kPa), but at a slightly increased mean angle of attack of
α0 ≈ 0.06◦. Due to the pronounced sensitivity of the flutter mechanism to α0 [39], this minimal
deviation leads to an increased LCO amplitude of α̂ms ≈ 1◦. However, the basic behavior is
unchanged and thus comparable with the primary LCO considered in this paper. Fig. 17 depicts
the time series of the angle of attack of the middle section ∆αms as well as the model bending
∆hms/c and the aerodynamic coefficients ∆cl and ∆cm. The complete time series (grey dotted
line) and the first harmonic components (colored line) are plotted. In addition to the time series,

3To record the ampltiude amplification of the LCO, the aeroelastic system was first fixed with a brake mecha-
nism [24], until this was solved very quickly after adjustment of the stationary flow conditions.
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the corresponding envelopes of the first harmonic components of the LCOs are shown in Fig. 17
(red line). These were determined using the analytic function

X(t) = x(t)− iH[x(t)] (4)

of the time series x(t), whereH[x(t)] denotes the Hilbert transformation of x(t). The envelope
is then given by the magnitude x̂(t) = |X(t)| of the analytic signal.

The envelopes are used to determine the temporal behavior of the amplitudes or their variation
for an increasing pitch amplitude. This is shown in Fig. 18 where the trends of the amplitude
ratios of the bending ĥ/α̂ and the aerodynamic coefficients ĉl/α̂ and ĉm/α̂ related to the pitch
amplitude α̂ are plotted against the time (upper right plot) or against the pitch amplitude α̂ itself
(lower right plot). Furthermore, the ratio of the lift coefficient to the bending of the mid-section

Figure 18: Variation of the amplitudes x̂ or amplitude ratios x̂/ŷ and change of the phase differences
∆ϕx,y as time (upper plot) or as pitch amplitude (lower plots) increases.

ĉl/ĥ is also shown. All ratios are normalized with the initial values x̂0/ŷ0 for t = 0 s. In
addition, the time-dependent phase differences ∆ϕα,x

4 of the angle of attack αms(t) in relation
to the respective quantities and the phase difference between the bending and the lift coefficient
∆ϕh,cl are shown in Fig. 18 on the right side. These are also plotted against the pitch amplitude
α̂. The unsteady phase difference ∆ϕx,y = ϕx−ϕy is also calculated using the analytic function
of the time series by

∆ϕx,y = arctan

[
Im(X) Re(Y )− Im(Y ) Re(X)

Re(X) Re(Y ) + Im(X) Im(Y )

]
. (5)

As Fig. 18 shows, significant differences in the variation of the amplitudes and phase differences
occur with increasing angle of attack. On the one hand, it can be seen that the amplitude
ratios ĥ/α̂ and ĉl/α̂ decrease with increasing α̂, i.e. during the amplification of the LCO, but
exhibit an almost identical behavior. This is also shown by the trend of the amplitude ratio

4It should be noted that the phase differences are not calculated in relation to the motion of the airfoil as usual,
thus the signs are inverted.
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between lift coefficient and bending ĉl/ĥ. The ratio remains almost constant, i.e. it is largely
independent of the pitch amplitude. In contrast, the aerodynamic moment shows a much greater
influence concerning α̂. A significant decrease of ĉm/α̂ of more than 30 % with increasing LCO
amplitude can be seen. The phase difference ∆ϕh,cl also shows a relatively small change with
increasing amplitude, so this one rises about 10◦. The change of the phase difference between
the pitch and the moment coefficient ∆ϕα,cm is more pronounced. This decreases by more than
34◦ during the amplification of the LCO.

The effects of these amplitude-related variations are now evident in Fig. 19. Using the esti-
mated time series of the amplitude and phase differences of the LCOs shown in Fig. 17, the
aerodynamic power P̄l and P̄m averaged over a period as well as the total power ¯Pges = P̄l+ P̄m
were calculated according to eq. (3). The trends of these curves show, that the change of the

(a) averaged power P̄ (b) power gradient ∂P̄ /∂α̂

Figure 19: Variation of the estimated mean power components of lift P̄l, moment P̄m and total power
P̄ges with pitch amplitude α̂ in (a) and variation of power ∂P̄ /∂ᾱ depending on α̂ in (b).

pitch amplitude has a much stronger effect on the average aerodynamic power of the moment
than on the power of the lift. This becomes even clearer when the observations from Fig. 18
and the calculation of the mean aerodynamic power according to eq. (3) are considered more
closely. As Fig. 18 shows, the amplitude ratio ĉl/ĥ remains almost constant. The change of
the phase difference between cl and h is also relatively small. Furthermore, it varies in a range
of −55◦ . ∆ϕh,cl . −45◦, resulting in only small changes of sin(ϕh,cl) in eq. (3). This rela-
tionship is different for the power component of the aerodynamic moment. The amplitude ratio
ĉm/α̂ decreases more significantly with increasing pitch amplitude than is found for ĥ/α̂ and
ĉl/α̂. On the other hand, the phase difference ∆ϕα,cm changes markedly with increasing LCO
amplitude. Due to the high sensitivity of the sine near the zero crossing (∆ϕ ≈ 180◦), this
change is much more pronounced, at least for lower amplitudes, since ∆ϕα,cm changes from
170◦ to 136◦. Thus, the behavior is comparable to that already observed in [37].

So, two effects can be identified which are connected with the limitation of the amplitudes of
the LCOs considered here. On the one hand there is a reduction of the power input by the lift
due to the change of the amplitude ratios ĉl/α̂ and ĥ/α̂ as well as by the increase of the phase
difference ∆ϕh,cl . The decisive factor in limiting the amplitude, however, seems to be rather
the change in the power input of the aerodynamic moment. Since this has a damping effect
and although the amplitude ratio ĉm/α̂ decreases, the decrease of the phase difference ∆ϕα,cl
with increasing pitch amplitude leads to an increasing power transfer from the structure into the
flow. In Fig. 19(b) this is illustrated by the respective gradients of the mean power with respect
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to the pitch amplitude ∂P̄ /∂α̂. The mean power of the lift (red curve) increases with increasing
amplitude until the LCO amplitude of about α̂ ≈ 1◦ is reached. The associated gradient also
indicates an increasing power input with increasing angle of attack amplitude, but a flattening
of the gradient can be recognized already at an early stage. The average power of the moment
(blue curve), on the other hand, behaves exactly in an opposite manner. First of all its value is
negative, so it has a damping effect. Furthermore, the gradient increases in magnitude, which is
a direct consequence of the decrease of the phase difference ∆ϕα,cm or an associated increase of
sin(∆ϕα,cm) with increasing pitch amplitude. At an amplitude of α̂ ≈ 0.8◦, for the case shown
in Fig. 19, the gradients balance out exactly, so that the average aerodynamic power (orange
curve) shows a maximum and begins to decrease in the further process. This decrease then
leads to the amplitude limitation of the LCO, since a balance is established between the average
total aerodynamic power and the power loss due to friction and dissipation.

As mentioned earlier, the observations of Fig. 17 up to Fig. 19 can be applied to the LCO con-
sidered as a priority in this paper. So this indicates that in particular the change of the phase
difference between pitch and the aerodynamic moment leads to a limitation of the power con-
sumption of the airfoil from the flow and thus to a limitation of the limit cycle amplitude. This
change of the phase relationship is in turn mainly determined by a change of the aerodynamic
moment during the amplifying LCO, which is significantly influenced by the motion of the
compression shock, shown in Fig. 8, and perhaps also by the formation of a laminar separation
bubble. This is confirmed by the fact that the shock motion for the considered LCO oscillates
almost in phase with the aerodynamic moment, as a comparison of table 1 and 2 shows. From
the temporal resolution of the movement of the boundary layer transition in Fig. 9 or the com-
bined consideration of the shock-boundary layer interaction in Fig. 10 the phase lead of the
transition movement becomes apparent. Furthermore, it can be seen that the shock position fol-
lows the transition position or that the latter determines the position of the compression shock.
It can therefore be concluded that a change in the movement of the transition position interacts
with the shock position, which in turn influences the aerodynamic moment. Thus, it can be
assumed that the transition movement is responsible for the limitation of the LCO amplitude.
Nevertheless, it cannot be ruled out that the type B shock movement here is also responsible for
the limitation, as mentioned at the beginning of the section. Either way, in the present case this
is in any case massively linked to the boundary layer and its behavior and so the boundary layer
or the laminar-turbulent boundary layer transition is again the driving factor.

Finally, the question arises to what extent the boundary layer transition is also responsible for
the aeroelastic instabilities of the laminar airfoil considered here. Since in general an aeroelastic
system is always composed of a large number of coupled individual systems, it is very difficult
to separate them. The answer to this question is therefore an object of future investigation.
Nevertheless, a large number of observations show the essential role of the boundary layer
transition for the instabilities that occurred, which are summarized here.

• In addition to a shift of the transonic dip for a free transitional boundary layer to lower
Mach numbers and also lower stagnation pressures [9–11, 13], flutter mechanisms with
essentially one degree of freedom in pitch do not occur for a fully turbulent inflow [24].
• The steady as well as the unsteady aerodynamics of the investigated laminar airfoil show

clear nonlinearities, which largely disappear for a fully turbulent inflow [5, 9, 11, 24].
• The same can be observed for the aerodynamic resonances mentioned in 3.1. For a fully

turbulent inflow, the resonances occurring in Fig. 3 and 4 vanish. Although the more
precise influence of these effects on the occurring instabilities is further investigated, a
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direct connection with the boundary layer transition is also recognizable here.
• This is accompanied by a pronounced sensitivity of the position of the boundary layer

transition under a variation of the angle of attack [7]. Consequently even small deflections
of the structure lead to a movement of the transition, which in turn leads to a further
interaction with the aerodynamics, which then again can lead to a motion of the structure
and so on.
• As the shock-boundary interaction depicted in Fig. 10 shows, the transition leads the

shock movement. The shock places itself on the position of the leading transition and
thus contributes significantly to the behavior of the unsteady aerodynamic moment, as
previously described. The influence on LCO limitation has already been discussed in
detail.
• A comparison of the local consideration of the energy input in Fig. 16 with the resolved

shock-boundary interaction in Fig. 10 shows that there is at least a rough temporal cor-
relation of a positive energy input into the structure with the pronounced motion of the
boundary layer transition. Although a more detailed resolution does not take place at all,
there is also a correlation here.

All in all, these points support the fundamental role of the boundary layer transition. For an
even more precise clarification of the influence, numerical as well as experimental concepts are
under development, which should make it possible to answer the questions that are still open at
the moment.

4 CONCLUDING REMARKS

The present paper discusses in detail the relationships between the boundary layer transition
and the aeroelastic instability of the laminar airfoil. For the first time it was possible to es-
tablish a more precise and even quantitative measurable connection between the movement of
the boundary layer transition and the shock during flutter or LCO. In particular, the amplitude
limitation of the LCO could be attributed to the major influence of the boundary layer transi-
tion. Furthermore, further essential points could be pointed out which emphasize a destabilizing
influence of the transition. For this purpose, the effects of aerodynamic resonances will be ad-
dressed more precisely in further investigations. The present results will now also be applied
to the large number of different flutter mechanisms that have occurred throughout the transonic
dip of the CAST 10 laminar airfoil [13, 24]. Thereby the effect of the Mach number and the
stagnation pressure regarding the change of the shock-boundary layer interaction and the flutter
mechanisms will be evaluated.

Overall, the results highlighted the potential risks that need to be considered for an assessment
of the aeroelastic stability of laminar airfoils and confirmed the points of discussion given in [8].
The increased influence of the boundary layer transition mentioned there as a result of the low
Reynolds number (∼ 2 · 106) in the experiments presented here and the resulting stronger dis-
placement effect of the boundary layer is still an open point of discussion. The transferability
to flight realistic Reynolds numbers therefore requires numerical methods and validation exper-
iments under these conditions [8]. However, the available results show that the complexity of
an aeroelastic system increases significantly with a laminar inflow and a free boundary layer
transition taking place. Both numerical and experimental methods must therefore be able to
cover the observed effects, regardless of the Reynolds number.

With regard to the flutter mechanism considered here, a more detailed examination of the move-
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ment of the laminar airfoil or the flutter mode showed that a pure 1-DOF flutter mechanism is
not present. Even if only one single degree of freedom is defined experimentally, the occur-
ring loads inevitably lead to an additional deflection or elastic model deformation. The existing
structural coupling of the wind tunnel model additionally supports this effect. A comparison of
the mode shapes between wind on and wind off state shows a rather small deviation, especially
since a deflection with an amplitude of about 1 mm only accounts for 0.3 % of the chord length
and 0.1 % of the span. However, the energy consideration makes clear that precisely this bend-
ing and the heave motion induced by it is essential for a positive energy input and thus for the
LCO. However, the influence of the additional heave on the aerodynamics can be considered as
marginal, as shown in the appendix. The structural deformation and the aeroelastic influence
are of great importance for the further evaluation of the different flutter mechanisms observed
on the CAST 10 laminar airfoil, especially for a direct comparison of a 1-DOF and a 2-DOF
configuration [24]. This will be closely examined in future studies.
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A AERODYNAMIC ASSESSMENT OF THE BENDING MOTION

An analysis of the energy balance during the LCO shows that the observed flutter mechanism
of the laminar airfoil is not solely due to a single degree of freedom mechanism in pitch. For
an interpretation of the occurring aerodynamic effects, however, the question arises to what
extent an additional heave motion due to the observed structural bending has an influence on
the aerodynamics involved. As a result of the additionally induced velocity caused by the heave
motion, the flow field changes, which in turn results in a change in the effective angle of attack

αeff(t) = αms(t) + αh(t) = αms(t)−
∂h/∂t

u∞
.

Therefore, with the LCO considered here, the additional heave motion with an amplitude of
ĥ ≈ 1.05 mm in the mid-section leads to an additional angle of attack αh(t) with an amplitude of
α̂h ≈ 0.09◦. The phase relationship between the heave and the pitch motion therefore results in
a relative reduction of the angle of attack amplitude from α̂ms ≈ 0.80◦ by 11 % to α̂eff ≈ 0.71◦.
The respective parts of the angle of attack are shown in Fig. 20. It also shows that there is
a small phase difference between αms(t) and αeff(t) of −3◦, so αeff(t) lags behind αms(t).
The review of the mode shape in Fig. 13 further clarifies that the largest heave amplitudes
occur entirely in the mid-section of the airfoil model and decrease as the distance to the mid-
section increases. Thus, the influence of the heave motion on the effective angle of attack is
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Figure 20: Decomposition of the effective angle of attack αeff(t) into the parts of the pitch motion αms(t)
and the heave motion αh(t) = −∂h/∂t

u∞
.

also becoming increasingly smaller. A comparison with the unsteady angle of attack ∆α(t)
measured by the laser triangulators (see section 2) shows that the difference in the measured
amplitudes of the LCO with ∆̂α ≈ 0.72◦ or ∆̂αeff ≈ 0.71◦ is negligibly small and lies within
the error intervals. Also the phase difference of both angle of attack measurements with ≈ −2◦

lies within a negligible range within the measurement error.

Overall, the influence of the additionally induced angle of attack due to the bending motion
of the airfoil can therefore be classified as rather small with regard to the aerodynamic effects.
Furthermore, the differences between the effective angle of attack of the airfoils’s mid-section
and the angle of attack measured at the model ends using the laser triangulators are negligible.
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