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Abstract: The certification of a new aircraft requires thedabanalysis of the aircraft in a
great number of flight conditions. However both #@mironmental conditions in which these
tests are performed and the requirements for theegsing algorithms are very specific as
compared to conventional modal analysis. Namelyy ghort excitation signals like pulses
are now used to reduce the duration and therefi@edst of the flight tests. In order to cope
with these unusual conditions, a specific modalysmaprocedure was devised. It is based on
a deterministic output-only identification approach

This procedure was developed in the framework océsgarch program in cooperation with
Airbus. The goal was to develop a software to belémented in the telemetry center for the
near real-time processing of flight test data. Paper describes the specifications on the
algorithms imposed by the operational context attdr testing. It details the organization and
the modules of the procedure designed to compliz Wiese requirements. Modal analysis
results are also presented both for Montecarlo limaacks based on an elaborate aeroelastic
model and for real flight test records.

1INTRODUCTION

Modal analysis applies to a wide range of objeet$iicles (ground vehicles, trains, aircratft,
satellites,...), civil engineering constructionky&crapers, historical monuments, bridges, ...)
and various objects (wind turbines, electronic sadlome appliances, ...). Amongst this large
gamut of applications, the analysis of aircrafpasticular for special reasons. First, modal
analysis is quite critical to ensure the safetyhefflight tests of any new aircraft. The goal is
to detect any tendency of the aeroelastic modeartisyinstabilities that might lead to the in-
flight destruction of the airplane. This hazardausstable phenomenon is called “flutter”.
Second, the aircraft is analyzed in her operatiaratironment which implies that the
measurements are affected by noise and various disterbances. The quality of the modal
analysis also heavily rely on the manner the dirstaucture is excited. For modern transport
airplanes equipped with fly-by-wire control systentise structure is excited by injecting
excitation signals into the actuators of the cdrétofaces. This approach not only avoids the
installation of specific external excitation dedcét above all prevents possible alteration of
the dynamic behaviour of the structure inducednagé¢ devices. However the main drawback
is the limited level of excitation that can be &st@d by this approach. This is due to the
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dynamic limitations of the control surface actuatand also to their locations on their aircraft
which are indeed not guided by modal analysis camnations. The disturbances affecting the
flight experiments and this lack of efficiency difet excitation lead to poor signal-to-noise
ratios of the measurements. So the modal analsisavaft constitutes a challenging case for
the processing methods.

The approach presented in this paper was motivayedn evolution of the flutter testing
strategy at Airbus. In order to reduce the codliglit testing, the great majority of the tests
are now performed with pulse excitations insteaff@fuency sweeps. This new orientation
results in a drastic decrease of the duration ofi @ast from about two minutes down to ten
seconds. But the consequence is the brevity ofléie records and a marked deterioration of
its quality. In the framework of a research projectooperation with Airbus, two solutions
were studied so as to improve the accuracy of tha@atanalysis:

» the design of more efficient approaches to exdite aircraft that preserve the
shortness of the tests

» the development of a processing method dedicat#tetprocessing of very short tests

The first topic, which has already been addresgeithie articles [1-3], is briefly recalled in
Section 2. The second poing. the design of a procedure appropriate to the arsabf short
data sequences is addressed in Section 3. Thiequee; dubbed MATEST (Modal Analysis
Tool for Extremely Short Tests), was conceivedtfa implementation in Airbus flight test
center. Finally, Section 4 presents identificatimgsults on benchmarks based on an
aeroelastic model and on real flight test data.

2 A NEW EXCITATION STRATEGY

2.1 Current flutter testing protocol

Flight tests are composed of several series of femformed at stabilized test points that is to

say points where the aircraft is maintained atrestant speed and a constant altitude. As the
likelihood of flutter onset increases with airspe#tese points are explored in increasing

order of speed.

At each of these test points, several tests aferpged by applying excitations to the aircraft
structure. The aircraft responses are measuredsey af accelerometers (100-150) installed
all over the structure of the aircraft. These @atatelemetered to the ground test center where
the mode damping ratios are estimated as sooredsghis complete. The damping estimates
obtained at each stabilized test point establiglerad as a function of airspeed which is used
to evaluate the stability of the next higher speeitht.

At Airbus, the current testing procedure is usuaiged on five tests performed at each test
point. Each test consists in applying the excitasggnal to the control surfaces in the five
following way: symmetrical deflections of the adess, anti-symmetrical deflections of the
ailerons, symmetrical deflections of the elevatoasiti-symmetrical deflections of the
elevators and rudder deflection (explicitly antirsyetrical).

In order to shrink the overall duration of the fiigests, pulse signals are now mainly used for
flutter testing. The aircraft response available ttee modal analysis is about ten seconds
long. This approach however leads to very pooraigmnoise ratios in the measurements.
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This situation gets even worse as the aircraft dpeaeases for two reasons. First, the level
of the noise increases with speed. Second, theiesfly of the excitation also reduces
because of limitations on the deflection of thetomrsurfaces at high speeds. Thus the high
speed tests which are the most critical for theeapgnce of flutter are associated with the
poorest quality of data.

2.2 New testing protocol

In the flutter community, it is well-known that loexcitation levels results in a large scatter
in the damping values estimated from the measurenjéh It is then essential to excite all

the modes of interest with a sufficient energy lemeorder to assess their stability correctly.
In the framework of this research project, two otaions were studied in order to improve
the quality of the modal analysis:

» the coordinated excitation of several control stetaof the aircraft,
» the design of more efficient excitation signals.
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Figure 1: Improved excitation protocol
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These two concepts are illustrated in Figure ltebs of performing tests on each control
surfaces individually as depicted in the upper péthe figure, the proposed new protocol is
based on the excitation of several control surfagasiitaneously with an appropriate sign for

each surface (lower part of Figure 1). This hass#vbeneficial consequences. First, the
energy transferred to the aircraft is greater amd excitation energy is more evenly

distributed over the different components of theitre. Second, as explained in [2,3], a
reduced number of input combinations are suffictergxcite all the modes of interest of the

aircraft. Finally, these combinations can be graujpea single test and applied one after the
other in a row. So the number of tests performezhah test point can be reduced from five in
the present protocol to a single one thus entadingdical reduction of test duration.

The design of more efficient excitation signalsbased on variations on the doublet. This
topic is developed in [1]. One of these improveghais called the “Mexican doublet” is
depicted in Figure 1.As compared to a pulse, theadiwas optimized in order to prevent any
zeroing of its energy spectrum in the frequencydbaininterest for modal analysis.
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Figure 2: Comparison of a pulse and a Mexican dzubl
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3 THE MODAL ANALYSISPROCEDURE

3.1 Specificationsfor thein-flight modal analysis

Performing the modal analysis in the very coursetled flight tests implies specific
requirements for the processing procedure. Firsalbfthe algorithms must operate very
quickly in order to deliver the clearance to tha&trtest point as soon as possible. The second
demanding requirement is that the modal analystxquure should be fully automatic.
Though aeroelastic models of the aircraft strut¢tdggnamics are available before the first
flight, the identification of the structural modefsthe aircraft cannot make use of this a priori
information. The relevant modal parameters to dgtessible structural instabilities are the
mode damping ratios. These quantities are genewdiljcult to identify accurately.
Moreover, as abovementioned, the modal analysisiér tests is carried out in unfavorable
conditions. In addition, some of the modes may ligecclose to each other, both in terms of
frequency and damping ratio. In spite of this disadageous context, the estimation of the
damping ratios should be robust to these variostudiances. It should also be accurate
enough so that the test series underway would estdpped unduly by inaccurate low value
estimates of the damping ratios. But and aboveflaliter should not occur unpredicted.
Finally, the algorithms must deal with a great anmtaf measurements.

3.2 Strategy selected for the procedure

A common approach for flight test analysis is phasparation methods. These approaches
are based on a sequence of two operations. Irs@atifine, Frequency Response Functions
(FRFs) are estimated from the flight test recotdsa second phase, modal parameters are
identified from the estimated FRFs.

Most approaches for FRF estimation requires seffity long data sequences in order to
minimize the effect of noise by performing somerageng over several data windows. The
duration of the tests used for flutter testing m®w be insufficient for this operation. So the
modal analysis has to be performed directly on thes Fourier transforms of the
measurement samples.

Output-error methods are common in system ideatifi@. One could contemplate to use an
output-error method for analyzing flutter tests fil{ing a parametric model of the system
transfer function to the raw Fourier transformstiud measurements. In the case of single-
input systems, well-known algorithms are availabl@erform the identification [5-7]. These
algorithms are reputed to be robust. An identifaratprocedure based on these algorithms,
dubbed MEFAS, has been developed and successfujyemented in Airbus telemetry
center [8]. However, the extension of these methodsultivariate transfer functions is still a
subject of academic research [9]. This extensiadddo more complex and computationally
costly algorithms with a level of maturity probabhyot sufficient for an operational
implementation.

The single-input variant of the output-error apgiods compatible with the current testing
protocol which makes use of a single excitatiomaigThis method requires that the states at
the beginning and at the end of the experimentdeatical. In practice, this condition is
fulfilled by considering a period long enough at tbnd of the test so that the system
converges back to its original equilibrium. But, @glained in the following, a long time
window is not always favourable for the qualitytbé data.
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Output-errors methods are also based on the hygietbEa linear relation between the inputs
and the outputs of the system. On civil aircrdie application of pulse-like signals on the
control surfaces pushes the actuators to theitdin8o the relation between the excitation
signal and the deflection of the control surfacesadtually non-linear because of saturations
occurring in the actuators.

So to overcome the above mentioned drawbacks,stdeaided to perform the identification
in a shorter data window than the one needed tmaist a transfer function of the system.
The current and future testing protocols are basedhort signals as illustrated by Figure 3
which depicts the simulated response of an air¢oaft succession of two Mexican doublets.
As above-mentioned, the time zone where the eilaiats active is affected by non-
linearities. So the usable part of the data ispleod after the excitation where the system
returns to equilibrium. However, as suggestediguie 3, it is also not necessary to consider
a too long time period as, beyond a certain tifne |l¢vel of the response will be comparable
to the level of the noise. So, the procedure ptesern this paper is based on the
identification on a limited time window denoted TirdFigure 3.

Input 1
Input 2
Meas.

Figure 3: Time zone for the identification

3.3 Architectureof MATEST

The general organization of the processing in MATES depicted in Figure 4. The

procedure is composed of four main modules detaie@ection 3.4. The inputs to this

routine are the raw time-domain measurements oflijte tests and the frequency band for
the modal analysis which depends on the excitasignals. The outputs are those of the
identified modes which presumably correspond tocstirral modes.

The objective of the pre-processing phase (palengt®mx in Figure 4) is to carry out the
selection of the good quality measurements and dégrmination of an appropriate
identification time window. This function also pesps the data necessary for the
identification. It is detailed in Section 3.4.1.

The identification module (pink box in Figure 4)as out the identification of a model of a
given order. It is based on a combination of twerative algorithms described in Section
3.4.2: one is used for the determination of anahimodel while the other is used for refining
the identified parameters.

The monitoring module (yellow box in Figure 4) firmanages the use of these two
identification algorithms. It also scrutinizes theevance of each identified mode so as to
decide whether to keep it or discard it from theniified model. To perform this analysis,

several intermediate identifications are launchBage objective is to identify the simplest

model (i.e. a model with as few modes as possthh)fits the selected data. This function is
presented in Section 3.4.3.
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At this stage, the identified model reflects them@i behavior of the aircraft in the frequency
band of interest. However this model might includedes that are not associated with the
structural dynamics of the aircraft such as actgataodes, aerodynamic delays,... It is then
necessary to select amongst the identified modessthe modes which are presumably
connected with the structural dynamics. This s&lads performed in the final phase of the
procedure (orange box in Figure 4). It is descriime8Section 3.4.4.
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Figure 4: General organization of the MATEST praged
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3.4 Description of the MATEST modules

3.4.1 Pre-processing module

In this module, the succession of following operasi is carried out:
1. computation of a quality degree for each measurémen
2. selection of measurements with sufficient qualiyices
3. computation of the identification time window fdret selected measurements
4

. computation of the Fourier transforms of the sel@aneasurements limited to the
identification time window

5. computation of measurement scalings for the idieatibn algorithms

All these operations (except the Fourier transfofrthe measurements) actually make use of
the quality criterions of the measurements computdthe first stage of this module. These
quantities are specific signal-to-noise (S/N) mticomputed in the frequency domain.
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Estimation of the back ground noise level is realizxploiting measurements in a time
interval a few seconds long, before the applicabbrihe excitation, where the aircraft is
stabilized with no action on the control surfaces

The selection of the measurements is simply peddriyy discarding the measurements with
an estimated S/N ratio below a certain threshold.

The determination of the identification time zoo#dws the same line. An average S/N ratio
is computed on a sliding window. This window isfed rightwards till the associated S/N
ratio falls below a threshold. For each measurerhaht last position of the window gives
the length of the time zong.The duration of the time zone retained for thentdication Tid

is taken as the mean of the value$or the selected measurements.

As detailed below, the identification routines Aesed on a non-linear least-square fitting in
the frequency domain. They make use of the Fotnamsform of the selected measurements
on a time window. It is however necessary to agphlings on the measurements in order to
account for the various magnitudes and levels diliy For each measurement |, the

associate scaling was defined in the following manner

Py =— 1)

whereog is the estimated average magnitude of outputdarse signal; the objective of this
coefficient is to equalize the magnitude of theraift responses for all the measurements. The
factor ¢, reflects the quality of each measurement. It findd, from the estimated S/N ratio,
as a quantity bounded by 0 and 1.

3.4.2 Identification module

This module concerns the identification for a fixader of the system. This order is denoted
N

The identification is carried out on a time periatiere the system converges back to the
original equilibrium. Such experimental situatioase called “free decays” in the modal
analysis literature. Time-domain methods are uguedéd to analyze these tests.

In the MATEST procedure, a frequency-domain apgroaas devised in order to limit the
identification to a frequency band. A model is tmeeded to describe in the frequency
domain the behaviour of a linear system duringes-fitecay test. In the literature, several
articles [10-12] establish relations in the frequedomain between the inputs and the outputs
of a system when its initial and final states difféhese relations include an additional
transient term that accounts for this state difiees In the case of free decays, the behaviour
of the system is then modeled by this sole tranhseFm.

The model is chosen in continuous-time. Actuallg tthata records satisfy the Nyquist-
Shannon sampling condition because the data atiqnisystem integrates anti-aliasing
filters. So the discrete Fourier transforms oftieasurement samples are equal, up to a factor
1/At, whereAt is the sampling period, to the continuous-timeriear transform of the analog
signals at the same frequency. Under these condjt@ continuous-time representation is at
the same time more direct and also more accurate @hdiscrete-time model because this
latter might introduce distortions on the estimateaties.

From the results presented in [12], the response ©fstem during a free decay test can be
rewritten in the form of the product of a transfenction by a fictitious input. This transfer
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function is denoted H®) where s is the Laplace variable ahdis the vector of describing
parameters to be identified. The outputso¥the system at the frequencies f of F, the §et o
frequencies selected for the identification procass therefore given by

Yi=H(s,0) x with y=-exp(r.At.f) and s= 2xr.f,] (2)

where j =+/—1. The quantitiesqare the components of the Fourier transform offittigious

input at the frequencies f. The great benefit & #xpression of the system response is that
one can make use of input-output approaches ford#émification. In the rest of this article,
the transfer function H(@@) will be modeled as the ratio of a numerator (wecof
polynomials) by a scalar denominator (polynomi&hus

N(s,0)
d(s9)

where 1 denotes the number of outputs. The vediogathers the coefficients of the
numerator and of the denominator. It is thus coragad (i + 1) (n + 1) parameters.

H(s,0) = with dim N(s9) =n,x1 and dimd(§) =1x1 (3)

The stochastic characteristics of the noise omikasurements are unknown. However, the
measurements were selected in the pre-processage @uch that the effect of the noise be
less dominant. For this reason, the identificapooblem was formulated as a deterministic
output-error fitting. If Z denotes the components at frequency f of the Eptmransform of
the measurements, the identification problem bads/n to finding the set of parametdrs
that minimizes the following criterion

J6)=>[Q(z, —H,()u, ) with H(6) = H(2u.tj, 6) and Q = diagf) (4)
fOF
where p; are the scalings defined in equation (1). As tleetar 0 is composed of the
polynomial coefficients of the numerator and theateinator, the quantities N¢4.j, 6) and
d(2n.f.j, 6) depend linearly or®. However, KH0) does not. So the optimization problem
defined by equation (4) is non-linear.

During the development of the modal analysis praocedit was found that a thorough
optimization significantly improve the quality dig results. This precise optimization of the
identification criterion implies the use of itenadi algorithms. The MATEST procedure is
based on two algorithms:

* the Sanathanan-Koerner method [5]: this algoritsnan iterative method where, in
order to circumvent the non-linearity induced by tthenominator, one utilizes the

frequency values of the denominamr(éj computed with the vectod estimated at
the previous iteration.

» the Whitfield formulation of the Gauss-Newton algfom [7]: the basic principle of
this method is to replace the non-linear termstdyhe first order Taylor series at the
values of the parameters of the previous iteration.

The Sanathanan-Koerner method offers two main ddgaes. First, it does not require any
initial model. Second, it is known for its robustsdo provide a fair estimation of the model
parameters. However, no general proof of convemgaras established. The evaluation of this
method revealed that it does not converge to d lmaamum of the identification criterion

(4). On the other contrary, the Gauss-Newton dllgori requires a sufficiently precise

initialization. But this method is very efficient tconverge to a local optimum of the
identification criterion if properly initialized. & detailed in Section 3.4.3 and similarly to the
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approach adopted in [13], one could benefit fromdbmplementary of these two approaches
by using them in combination.

The details of the implementation of these algomghare not presented in this paper.
Anyhow, it is worth mentioning that it is based amthogonal polynomials [14, 15, 8] in order
to improve the numerical stability and the exeauspeed of the codes.

3.4.3 Monitoring module
The goal of this module is to control the executainthe identification so that the modal
analysis operates entirely automatically. It adyupérforms two successive operations:

» the search of an initial model with a deliberat@ersized order hax

» the elimination from this first guess of the motlest are not significant

Relevant quantitative indicators are required f@ mode elimination process. Two criteria
for assessing the adequacy of a model are thusdunted before the description of the
mechanism of the mode elimination.

Search of an initial model

A first model is identified from scratch using th®&anathanan-Koerner algorithm in
conjunction with the Gauss-Newton algorithm as 18]] The philosophy is to use the
Sanathanan-Koerner method as an “explorer” in cmldind out a good initial guess for the
identified model. For this reason, this method doeeisinclude any monitoring to ensure the
decrease of the identification criterion betweeccsgsive iterations. The best model obtained
with the Sanathanan-Koerner algorithine. the one with the smallest value o6)](is then
refined by the Gauss-Newton algorithm.

Model adequacy criteria

At this stage of the modal analysis procedure, ddequacy of an identified model is
evaluated by the accuracy of the fitting betweenitlentified model and the flight test data is
analyzed. Two types of criteria are actually dedinEirst fitting criteria denoted,(6) are
defined for the measurements by

2 1/2

Z‘Zu _hl,f (O)Uf‘
c (6)= fOF .
2 [z

where z; and h(0) are the  components of Zand H(0). Similarly, a normalized global
criterion is defined by

()

1/2 1/2

) ;”Q(Zf _Hf(e)uf)”2 ~ J(O)
Sz ) 2.1ez|

fOF

(6)

Mode elimination process

Let 6 designates the identified parameters of the imtiadel of order gnax. The general idea
Is to test each mode of this model by analyzingtinre without this mode, the identification
model still fits suitably to the data. The qualdf the fit is evaluated by the two adequacy
criteria described in equations (5) and (6). Theasneement criteria;(®) are used because
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some modes may have a local effect on the structBee their contribution could be
significant but limited to a small number of measuents. In this situation, the consideration
of the sole global criterion @ may result in the improper exclusion of such nsde

3.4.4 Final mode selection module

The identified system at the output of the monitgrifunction is a global model of the
experimental responses of the aircraft to the atioits. As already mentioned, it is not
limited to the sole aeroelastic dynamics of theatrre. One has then to pick up the flexible
modes from this model.

Without being allowed to use any a priori knowledge the modes, the only available
information for this selection is the frequency Banf interest B and bounding values on the
damping ratios. So the modes retained at this leaeé their natural frequencies in the band
B and their damping ratios that lies between 0 @ndwhereénax is the upper limit expected
for the damping ratios of the aeroelastic modes.

4 EVALUATION OF THE MATEST PROCEDURE

In this section, the procedure is evaluated botlsiotulated data and on real flight test data.
The use of simulated data offer several advantdges.the evaluation can be performed by
the Montecarlo approach and precise statisticsbeanomputed to evaluate the accuracy of
the identification. Second, new testing protocattsas the one described in Section 2.2 for
which no real flight data is yet available can digoanalyzed. The questionable aspect of this
approach lies in the degree of realism of the saedl data. For this reason, it is also
recommended to complete the evaluation by proogssal flight test data. However, no
statistical study is then possible.

The computational speed of the procedure is alsesaantial requirement for the integration
in the flight test center. The evaluation of thécegncy of MATEST is presented at the end
of this section.

4.1 Evaluation on simulated data

The simulation is based on an elaborate aeroelasbidel derived from a finite element

model. This model is in the form of a state-spag@esentation which includes aeroelastic
modes, aerodynamic delays, actuators dynamics afafleovian model for the measurement
noises. As described in [16], the parameters ofrthise model are tuned by the spectral
analysis of real flight test data. The state dinmnsf the model approaches 600. It includes
nearly one hundred aeroelastic modes among whidire28 the frequency band B retained

for the modal analysis. The model is used to siteulzoth the aircraft response to the
stimulations applied on the control surfaces aredddckground noise.

The evaluation is based on the Montecarlo methogetfof 50 simulated tests are generated
with different noise sequences but with the samsparse to the excitation signals. The modal
analysis procedure is run on each test. Statistiesthen computed from the series of 50
identification results. The computation of thesatistics requires the pairing between the
identified modes and the simulated ones. This nasdeciation is based on a criterion that is
a pole weighted version of an extension of thesitas MAC criterion [17] (Modal Assurance

Criterion) to complex modes. This dedicated crtercalled MACXP is described in [18].

10
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Two modes are considered associated if the valubedf MACXP criterion is greater than
0.6.

This paper focuses on two quantities to analyzepthrdormance of the modal analysis: the
identification rate for each of the 29 aeroelastiodes of interest and the accuracy of the
estimated damping ratios. The identification raftea anode is simply the ratio between the
number of times this mode is identified and the bhenof runs of the Montecarlo test. The
accuracy of the damping ratios is only computedtifier modes with an identification rate
superior to 0.6. What matters for the surveillamdeflutter test is actually the relative
accuracy of the damping ratio. So the precisionttendamping ratios is evaluated by the
relative RMS (Root Mean Square) errors defined by

reI.RME(Ei)=% W

where &, is the true value of the damping ratio of theniode, Nis the number of times this
mode is identified in the Montecarlo test adg, are the N identified values of this

parameter. Considering the three-sigma rule, tla¢éive RMS on the damping ratio should be
inferior to 33% in order to guarantee the stabiityhe identified modes.

Montecarlo evaluation results

Two tests are considered in this paper. They arforpeed in the same high speed flight
conditions, but they correspond to extreme casésrins of the quality of the modal analysis.
The first one is the most unfavorable situationabfthe tests currently performed on an
aircraft (see Section 2.1): a symmetrical puls¢henailerons. On the contrary, the second test
was designed so that all the modes of interedtutier surveillance could be identified with a
sufficient accuracy on the damping ratios: Mexicamublets applied on two combinations.
The analysis of these two tests is based on the samof 38 measurements. The MATEST
procedure was applied to these tests with the smttmgs except for the value of the initial
system order,phax The results appear in Figure 5 and Figure 6.

The upper part of these figures depicts the lonatd the identified modes for the 50
Montecarlo runs. These modes are plotted in trgufrecy-damping ratio plane together with
the 29 modes of the simulation model which arecaidid by the encircled numbers. The
mode 13 does not appear on these figures becaubke bigh value of its damping ratio. The
axes of the figures are blind for confidentialigasons. The identified modes that can be
paired based on the value of the MACXP criteriothvd simulation mode are plotted with
red dots. The identification rates of the modes tedrelative RMS errors on the damping
ratios are depicted on the bar diagrams of thellpag of the figures.

For the pulse test (Figure 5), the real valueshefgignal-to-noise ratios defined in Section
3.4.1 vary widely from one measurement to anotheresthis quantity covers the range -14.5
dB up to 26.@B. On average, 8.5 measurements are selected ¢t 88 available. This

number actually fluctuates between 1 and 16 amdhgstuns of the evaluation. This clearly
evidences that this stimulation on the ailerongas efficient enough to excite the aircraft
structure. The modal analysis procedure was iragdlwith nma=16. Figure 5 reveals that 5

modes are identified with a rate greater than Oré& can also notice the limited efficiency of

11
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the pulse signal in the frequency domain since ombgles in the first half of the frequency
range B are identified. The relative accuracy andamping ratios is rather coarse for this test
since the average value of the relative RMS eiisoegjual to 38%.
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Figure 6: Montecarlo evaluation. Mexican doublgipleed on two input combinations
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In the test associated to Figure 6, the excitaivas designed to stimulate only the modes
susceptible to get unstable. So the heavily-dampedes (modes 1, 13, 19, 24) were not
considered in the definition of the test. As intiodd in Section 2.2, the excitation is based on
the successive application of Mexican doubletshoeet combinations of control surfaces. The
improved efficiency of the excitation is confirmbg the values of the signal-to-noise ratios
on the measurements which range from 18.8 dB t® 4iB. It results that the 38
measurements are always selected in the 50 ruhe dflontecarlo evaluation. The procedure
was started with 4a=60. In Figure 6, it can be observed that 21 outhef 25 modes of
interest are identified. A deeper examination rééaat the unidentified modes are all in the
close proximity of another more dominant mode. Thaither the identification of the former
modes is perturbed by the nearby dominant mode émbcand 14) or the procedure retains a
single mode which lumps together the responsew@itodes (modes 8 and 26). In the first
case, only the shapes of the mode are perturbetheABIAXCP criterion takes into account
the mode shapes, the perturbed modes cannot bgaeddo any simulation mode in spite of
correct estimated values for their frequenciesdardping ratios. This explains the green dots
at the proximity of these modes in Figure 6 and pber score on the identification rate
diagram. These phenomenons stem from the closenuitgof the frequencies and damping
ratios of two modes. If the distance between theesmf these pairs were to increase in the
course of the flight, probably the two modes wodokdidentified correctly. So the decrease of
the damping ratios of one of the modes would likbly detected. The accuracy of the
identified damping ratios is also quite satisfagtdrhe average value the relative RMS errors
for the 25 modes considered is equal to 14%. Thasservations show that flutter
surveillance could be achieved with a single téstmut 10 seconds.

It is also interesting to analyze the ratie Between the number of frequency samples
available for the analysis and the number of idieati parameters. This quantity, called
redundancy ratio, is equal to

R = 2nn, ®)
", +2)n, +Y

where R is the order of the identified model, the number of selected measurements, and n
the number of frequencies in the set F. The value @ very low for this test since it ranges
between 2.5 and 2.9. This result proves that thatifimation algorithm is able to extract
much information from a small quantity of data.

This evaluation on simulated data demonstrates eéngatility of the MATEST procedure to
deal with various situations. It also shows itsligbito extract fine details from the
measurements and to produce fair values for theerdachping ratios.

4.2 Evaluation on real flight test data

The assessment of the MATEST procedure was performediitbus in two steps
corresponding to the TRL4 and TRL6 milestones oRB& project.

Algorithm Validation (TRL4)

For the TRL4 milestone, Airbus focused on the efficly of the MATEST procedure from an
algorithm standpoint. The purpose was to perfornaekiio-back test between the previous
version of the identification procedure, dubbed MEF], and the MATEST procedure
(MEFAS V2) using standard single control surfaceitetions. The data presented in the
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Table 1 originates from the A380 flight test campaighich was chosen because of its high
modal density which makes identification tricky 5A aileron symmetrical pulse performed at
high speed and high Mach is presented below.

The MATEST algorithm was benchmarked versus the MEFA&qulure, used with or
without automatic sensor selection.

Frequency (Hz)
MEFAS V2 0.973 1.97 2.01 2.18 24 2.9 3.55 3.82 469
WMEFAS V1 without selection / 1.96 2.04 ! ! 2.9 ! ! !
WMEFAS V1 with selection / 1.95 2.02 ! ! 29 ! ! !
Damping (°/°*)
MEFAS V2 110 6.5 33 28 48 19 35 6.6 13
WEFAS V1 without selection / 11 12 ! ! 26 ! ! !
IMEFAS V1 with selection / 10 9.8 / / 18 / / /

Table 1: A380 flight test. Comparison of identifica results.

The identification appears to be robust with respedtequency assessment. Less modes are
identified with MEFAS but it must be noted that MATE®/&s not tuned to be as selective as
MEFAS in terms of pole selection. For the given egkanthe frequency identification of all
three procedures was found to be consistent (Figureven though the modes are located
nearby (less than 0.1 Hz). On the contrary, thiicdify of separating such coupled modes is
highlighted by increased scatter in the dampingssaent (Figure 8). These results were
subsequently compared with an analysis made by snea commercial algorithm (LMS
PolyMAX via the standard transfer function approautd the operational version). The
difficulty of identifying this mode was confirmed.

35

W MEFAS V2

Frequency {Hz)

W MEFAS V1 without selection

MEFAS V1 with selection

1 2 3
Modes identified

Figure 7: Results of the identification processffequency

W MEFAS V2

Damping {"/*")

B MEFAS V1 without selection

MEFAS V1 with selection

1 2 3
Modes identified

Figure 8: Results of the identification processdamping

Validation of combined control surface excitatigmfRL6)

For the TRL6, a dedicated research flight was peréor on an Airbus A320 flight test
aircraft at the Airbus Flight Test Centre in Toulausetotal of 35 pulse excitations were
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performed at the same high speed conditions, enassimy a number of control surface
combinations and excitation specifications (duratiamplitude). The primary purpose of this
test was to compare the identification rate anduiay of single surface excitations with
multi-surface, or combined, excitations. Two types naulti-surface excitations, acting

simultaneously on the inner aileron and elevatontrod surfaces, have been tested:
symmetrical (left/right in phase), and anti-symnuair (left/right out of phase).

Of the two amplitudes tested, the signal-to-noisgior of the measured signals was
significantly improved by the higher amplitude. Asesult, only 19 high amplitude pulses
have been considered in the detailed analysis below

Having been integrated into flight surveillancelsomcated in the Airbus Telemetry Room,

the MATEST procedure was used to extract modal dataglthe flight. The sensors used for

identification were selected automatically usingignal-to-noise threshold of 2. All analyses
were performed using the same settings. The bahgraglow depict the identification rate of

each mode and the relative standard deviationeofitmping predictions for the single pulses
and their corresponding combined pulse. Spurioudemdiave been removed during post-
processing.

The efficiency of combined symmetrical pulses isfecored in Figure 9, as the identification

rate of all modes is high. Only mode three hasghdr identification rate with single surface
elevator pulses. In all cases, the relative stahdawiation of damping predictions produced
using combined pulses is less than 0.33.

[:1:]
£ ¥
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[ ¥ .&
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k]
o
c
1}
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0.0 1 T T

£Rel. Std. Deviation

Mode 1 Mode 2 Mode 3

I AilS D ElevS 3 Ail/ElevS ====Threshold

Figure 9: Flight test results. Symmetrical pulsesiberons and/or elevators. A threshold for ghelative
standard deviation is indicated at 0.33.

As shown in Figure 10, combined anti-symmetricallsesi have also increased the
identification rate of most modes over correspogdiéngle surface excitations. The sole
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exception is mode 2, which appears to be maskethéynearby dominant mode 1. This
masking behavior was also identified by Montecadonulations (see Section 4.1).
Improvements in damping relative standard devialiave also been observed for modes 1 to

4 using combined pulses.
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Figure 10: Flight test results. Anti-symmetricalgas on ailerons and/or elevators. A thresholdiet relative
standard deviation is indicated at 0.33.

4.3 Computational efficiency

The evaluation of the execution speed of the MATESIgr@m was first performed on the
second test of the Montecarlo benchmark presemteSection 4.1. This case was chosen
because, as more modes are identified, it is muamte momputationally demanding than the

pulse test.

Execution time (sec.) Nb of identified parameters Nb of iterations
2 1000 40
1 H 5000 20
0 H 0 0
38 51 123 3851 123 38 51 123

Figure 11: Evaluation of the computational efficgn

The MATEST procedure was fully implemented in the Fllattomputing environment. The
procedure was run for three bunches of sensorsesmonding to 38, 51 and 128
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measurements. For the three cases, the modal snalgs launched with an initial order
MNxmax=060.

The MATEST program was run on a computer equipped avitmtel Core |5 processing unit
with two cores and a 2.53 Ghz clock rate. The evminaesults are depicted in Figure 11.
The first graph gives the mean value of the overadicution time for a single analysis. It can
be observed that the program satisfies the spatidit. Only the last case exceeds the goal of
one second specified in the requirements. The tilowiog diagrams concern quantities
which give an indication of the computational load:

» the mean number of parameters identified at eachtion,i.e. the size ob

» the mean number of iterations of the identificatedgorithms (Sanathanan-Koerner
and Gauss-Newton)

So the computational load is quite significant. Bmrer it should also be noted that most of
the iterations correspond to the Gauss-Newton gigor

This performance of the MATEST program was achieved bgreful implementation of the
identification algorithms that makes full profit ¢ie specificities of the problem. These
results also show that an interpreted programmamgydage such as Matlab can produce
efficient operational codes.

During the validation on flight test data, it wamn@rmed that the computational efficiency of
the MATEST procedure was improved. Indeed, for theesarample below (an aileron pulse
from the A380 flight test campaign), the computatione of the MATEST algorithm was
four times faster than the latest version of MEFAS\&utomatic parameters selection.
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Figure 12: Time to get the identification results

5 CONCLUSION

In this paper, a procedure for the in-operation ahaahalysis of flutter flight test was

presented. This procedure is dedicated to the mowesf very short and highly disturbed
data sequences. It was also designed to meet gogaments imposed by the operational
conditions of flight tests.

The procedure is based on a free-decay identificaproach in the frequency domain. Its
development is based on simple principles. Firgtraefold selection is carried out on the
experimental measurements in order to retain oabdgyuality data for the identification of

the modes. This selection is performed:

* in the frequency domain by the choice of a favolerftequency band
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* in the time domain by the determination of windovhere the noise on the
measurements is limited

» at the level of the outputs where only the measargsmwith a sufficient quality are
retained

Second, a specific identification procedure in frequency domain was developed to
estimate the modes from the free response of thtersy This procedure was designed to be
at the same time sharp in order to extract the mami information from the sometimes
reduced selection of data and robust in order teese sensitive to the residual noise in the
data. As required by the specifications, the prace@lso operates entirely automatically and
delivers to the user a set of modes associatdtetsttuctural dynamics of the aircratft.

The detailed evaluation proved that the performawicthe procedure is quite satisfactory
taking into account the particular circumstancewlnch the analysis is carried out. It proved
that the tool complies with the requirements impoigg this particular application and that it
iIs able to accommodate a wide variety of levelgjadlity for the flight test records. The
analysis of real flight data is consistent with tected values for the modes and with the
recorded behaviour of the aircraft structure. Hynahe execution times are completely
compatible with an operational use.

It was also shown in this paper that, with an impbtesting protocol, the flutter surveillance
could be achieved in a single and short test idstdahe five tests currently performed at
each test point. Airbus has decided to replaceetlfestandard tests with two combined
pulses, one symmetrical and one anti-symmetricagés&lcombined excitations make use of
simple pulses. It is contemplated to go furthemgsihese new tools to perform modal
analysis from short tests on evolutionary flighinp®, doing away with the costly requirement
of realising stabilised tests points.

6 REFERENCES

[1] Vacher, P., Bucharles, A., and Jacquier, B., Sthoration excitation signals for flutter
testing,International Forum of Aeroelasticity and Structuynamics (IFASD)Paris,
France, 2011.

[2] Jacquier, B., Vacher, P., Bucharles, A., Cordeauléroy, S., Improved flutter testing
by coordinated excitations of several control ste&aSociety of Flight Test Engineers
European Chapter (SFTE-EC) symposidrulouse, France, 2011

[3] Vacher, P., Jacquier, B., and Bucharles, A., Desighnear input combinations for
improved modal analysis of MIMO systentsjropean Journal of Automation (JESA)
2012, 46(6-7), pp. 741-761.

[4] Kehoe, M. W., A historical overview of flight flugt testing,Technical Memorandum
4720 NASA, Dryden Flight Research Center, Edwards,f@alia, USA, 1995.

[5] Sanathanan, C. K. and Koerner, J., Transfer functigmhesis as a ratio of two
complex polynomialdEEE Transactions on Automatic Contr@P63, 9(1), pp. 56-58.

[6] Steiglitz, K. and McBride, L., A technique for théentification of linear systems,
IEEE Transactions on Automatic Contr@P65, AC-10, pp. 461-464.

18



IFASD-2015-95

[7] Whitfield, A., Asymptotic behaviour of transfer foiion synthesis methods,
International Journal of Contrgl1987, 45 (3), pp. 1083-1092.

[8] Vacher, P. and Bucharles, A., A multi-sensor patamalentification procedure in the
frequency domain for the real-time surveillanceflofter, 14th IFAC Symposium on
System ldentification (SYSIMNewcastle, Australia, 2006.

[9] Vayssettes, J., Vacher, P., and Mercére, G., Aatite algorithm for modal analysis
based on structured matrix fractiodgth IFAC Symposium on System ldentification
(SYSID) Brussels, Belgium, 2012

[10] Pintelon, R., Schoukens, J., and Vandersteen, @guEency domain system
identification using arbitrary signalEE Transactions on Automatic Contrdl997,
42(12), pp. 1717-1720.

[11] Cauberghe, B., Guillaume, P., Verboven, P., etFaéquency response function-based
parameter identification from short data sequenbiezhanical Systems and Signal
Processing2004, 18(5), pp. 1097-1116.

[12] Vayssettes, J., Vacher, P., and Mercere, G., ligatton fréquentielle sur essais courts
avec intégration des conditions aux limiteSgptieme Conférence Internationale
Francophone d'Automatique (CIFA3renoble, France, 2012.

[13] Bayard, D. S., High-order multivariable transfendtion curve fitting: Algorithms,
sparse matrix methods and experimental resAlispmatica 1994, 30(9), pp. 1439-
1444,

[14] Rolain, Y., Pintelon, R., Xu, K. Q., et al., Besinditioned parametric identification of
transfer function models in the frequency domdEEE Transactions on Automatic
Control, 1995, 40(11), pp. 1954-1960.

[15] Forsythe, G. E., Generation and use of orthogonighpmials for data-fitting with a
digital computer,). Soc. Indust. Appl. Mathl957, 5(2), pp. 74-88.

[16] Vacher, P. and Bucharles, A., Realistic simulatdrlutter flight tests,International
Conference on Noise and Vibration Engineering (I3MA&uven, Belgium, 2008.

[17] Allemang, R. J., The modal assurance criterion: Tygaars of use and abusgund
and vibration Magazine2003, 37(8), pp. 14-23.

[18] Vacher, P., Jacquier, B., and Bucharles, A., Exterss of the MAC criterion to
complex modes,International Conference on Noise and Vibration HBegring
(ISMA), Leuven, Belgium, 2010.

7 COPYRIGHT STATEMENT

The authors confirm that they, and/or their compangrganization, hold copyright on all of
the original material included in this paper. Théhaus also confirm that they have obtained
permission, from the copyright holder of any thpdrty material included in this paper, to
publish it as part of their paper. The authors camfthat they give permission, or have
obtained permission from the copyright holder ofstipaper, for the publication and

19



IFASD-2015-95

distribution of this paper as part of the IFASD 2Qdroceedings or as individual off-prints
from the proceedings.

20



