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Abstract: Wing shape is a crucial aircraft component that has a large impact performance.
Wing design optimization has been an active area of research for several decades, but achiev-
ing practical designs has been a challenge. One of the main challenges is the wing flexibility,
which requires the consideration of both aerodynamics and structures. To address this, we have
developed the capability to perform simultaneous optimization of the outer mold line of a wing
and its structural sizing. The solution of such design optimization problems is made possible
by MACH, a framework for high-fidelity aerostructural optimization that uses state-of-the-art
numerical methods. MACH combines a three-dimensional CFD solver, a finite-element struc-
tural model of the wingbox, a geometry modeler, and a gradient-based optimizer. It computes
the flying shape of a wing and is able to optimize aircraft configurations with respect to hun-
dreds of aerodynamic shape and internal structural sizes. The theoretical developments include
coupled-adjoint sensitivity analysis, and an automatic differentiation adjoint approach. The al-
gorithms resulting from these developments are all implemented to take advantage of massively
parallel computers. To benchmark the developed approaches, we created a high-fidelity aeroe-
lastic model based on NASA’s Common Research Model. In addition, we created a high aspect
ratio wing version of this model to explore the use of new aircraft technologies. Applications
to the optimization of aircraft configurations demonstrate the effectiveness of these approaches
in designing aircraft wings for maximum performance.

1 INTRODUCTION

Wing design was one of the of the first applications of multidisciplinary design optimization
(MDO) because it is an application where aerodynamics, structures, and controls are strongly
coupled disciplines, requiring both the consideration of the coupled (multidisciplinary) analysis
and design trade-offs [1–6]. MDO has also been used to perform aircraft sizing [7, 8] and has
been applied to a wide range of other applications [9]. When optimizing both aerodynamics
and structures, we need to consider the effect of the aerodynamic shape variables and structural
sizing variables on the weight, which also affects the fuel burn. Numerical optimization is a
powerful tool that can perform these complex trade-offs automatically.

In this paper, we present an overview of a decade of efforts in our research group towards en-
abling practical wing design with high-fidelity MDO. We start by describing the key numerical
techniques and software that make it possible to solve design optimization that would previ-
ously be considered intractable due to the high cost of the simulations, the large number of
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design variables, the large number of constraints, and the multiple flight conditions. The tech-
niques leverage state-of-the-art CFD and structural solvers with adjoint methods for computing
derivatives, together with a gradient-based optimizer. We then present several applications of
these techniques to wing design. The first application is a new benchmark for aeroelastic wing
design studies based on NASA’s Common Research Model aircraft configuration, including
both a conventional aspect ratio wing, and a higher aspect ratio wing meant to represent a next
generation wing. We present other applications also related to NASA’s efforts to develop high
aspect ratio wings for the next generation of airliners.

2 NUMERICAL TECHNIQUES AND SOFTWARE

2.1 Numerical optimization

Numerical optimization algorithms automatically close the design cycle by iteratively find-
ing the design variables that maximize the performance subject to design constraints. There
are two main classes of optimization algorithms: gradient-based and gradient-free algorithms.
Gradient-free algorithms require only the values of the objective and constraint functions, while
gradient-based algorithms also require the gradients of these functions with respect to the design
variables. Gradient-based methods utilize the gradient information to find the most promising
directions in the design variable space, and converge to the optimum more quickly. The op-
timization algorithm we use for all the results presented herein is SNOPT (sparse nonlinear
optimizer) [10] through the Python interface pyOpt [11].

Fig. 1 illustrates how the various optimization algorithms scale with the number of design vari-
ables. The number of function evaluations for the gradient-free optimizers (ALPSO, NSGA2)
scales exponentially, and it becomes intractable to perform optimization with respect toO(102)
design variables. On the other hand, the gradient-based algorithms (SNOPT, SLSQP) scale
much better, exhibiting linear convergence or better depending on the method used to compute
the gradients. Computing the derivatives analytically makes a big difference, and thus, comput-
ing derivatives accurately and efficiently is essential for efficient gradient-based optimization.
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Figure 1: Computational cost required to minimize a constrained multidimensional Rosenbrock function with re-
spect to the number of design variables.
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2.2 Derivative computation methods

To solve an optimization problem, a gradient-based algorithm requires the derivatives of the
objective function with respect to each design variable, and the derivatives of all the constraints
with respect to the design variables [12].

Finite-difference approximations are widely used to compute derivatives due to their simplicity
and the fact that they can be implemented even when a the function evaluation is provided as
black box. However, the cost of computing a gradient using finite differences is proportional
to the number of design variables. Another disadvantage of finite-differences is the step-size
dilemma: we want to reduce the truncation error by reducing the step size, but as this step size
is reduced, errors due to subtractive cancellation become dominant and eventually this results
in inaccurate estimates.

The complex-step derivative approximation does away with the step-size dilemma by providing
a formula that does not involve subtraction. This estimate is very accurate, insensitive to step
size, and easy to implement [13, 14]. However, the cost of computing a gradient is still pro-
portional to the number of design variables. The complex-step method has been shown to be
generally applicable to any computer program [14].

Automatic differentiation (AD) is based on the systematic symbolic differentiation of each
line of a computer program, and the accumulation of total derivatives using the chain rule.
The method relies on tools that automatically produce a program that computes user-specified
derivatives based on the original program [15]. There are two modes for AD: the forward mode
and the reverse mode. The forward mode propagates the chain rule forward, while the reverse
mode does it backward after executing the original code. The reverse mode, while more com-
plex, has the advantage that the cost of computing a gradient is independent of the number of
design variables. There are automatic differentiation tools available for a variety of program-
ming languages including C/C++, and Fortran [16–20].

Analytic methods are based on the linearization of the numerical model equations. Like AD,
the numerical precision of analytic methods is the same as that of the original algorithm. In
addition, analytic methods are usually more efficient than AD for a given problem. However,
analytic methods are much more involved than the other methods, since they require detailed
knowledge of the computational model and a long implementation time. Analytic methods are
applicable when we have a quantity of interest f that depends implicitly on the independent
variables of interest x as follows

f = F (x, y(x)). (1)

The implicit relationship between the state variables y and the independent variables is defined
by the solution of a set of governing equations that can be written as residuals,

r = R(x, y(x)) = 0. (2)

As a first step toward obtaining the derivatives that we want to compute, we use the chain rule
to write the total derivative of f as

df

dx
=
∂F

∂x
+
∂F

∂y

dy

dx
, (3)

In this context, the partial derivatives represent the variation of f = F (x) with respect to
changes in x for a fixed y, while the total derivative df/ dx takes into account the change in y
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that is required to keep the residual equations (2) equal to zero. Since the governing equations
must always be satisfied, the total derivative of the residuals (2) with respect to the design
variables must also be zero. Thus, using the chain rule we obtain

dr

dx
=
∂R

∂x
+
∂R

∂y

dy

dx
= 0. (4)

The computation of the total derivative matrix dy/ dx has a much higher computational cost
than any of the partial derivatives, since it requires the solution of the residual equations (2).
Rearranging the linearized residual equations (4) we can compute the total derivative matrix
dy/ dx by solving the linear system,

∂R

∂y

dy

dx
= −∂R

∂x
. (5)

Substituting this result into the total derivative equation (3), we obtain

df

dx
=
∂F

∂x
− ∂F

∂y

− dy
dx︷ ︸︸ ︷[

∂R

∂y

]−1
∂R

∂x
.

︸ ︷︷ ︸
ψ

(6)

The inverse of the square Jacobian matrix ∂R/∂y is not necessarily calculated explicitly. We
use the inverse to denote that this matrix needs to be solved as a linear system with some right-
hand-side vector. Eq. (6) shows that there are two ways of obtaining the total derivative matrix
dy/ dx, depending on which right-hand side is chosen for the solution of the linear system.

The direct method solves the linear system with −∂R/∂x as the right-hand side vector, which
results in the linear system (5). This linear system needs to be solved for each design variable to
get the full Jacobian matrix dy/ dx. Then, we can use dy/ dx in Eq. (3) to obtain the derivatives
of interest, df/ dx. As in the case of finite differences, the cost of computing derivatives with
the direct method is proportional to the number of design variables.

The adjoint method is an alternative whose cost does not depend on the number of design
variables. The adjoint equation is encapsulated in the total derivative equation (6), where we
observe that there is an alternative option for computing the total derivatives: the linear system
involving the large square Jacobian matrix ∂R/∂y can be solved with ∂f/∂y as the right-hand
side. This results in the adjoint equations,

[
∂R

∂y

]T
ψ = −

[
∂F

∂y

]T
, (7)

which is a linear systems where ψ is the adjoint vector. The adjoint vector can then be substi-
tuted into Eq. (6) to find the total derivative,

df

dx
=
∂F

∂x
+ ψT

∂R

∂x
. (8)

The partial derivatives shown in these equations need to be computed using some other method.
They can be differentiated symbolically or computed by finite differences, the complex-step
method, or even AD. The use of AD to automatically produce the code that computes these
partials derivatives has shown to be particularly effective in the development of analytic methods
for PDE solvers [21–23].
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2.3 Aerostructural optimization

The aerostructural shape optimization procedure used in the MDO for aircraft with high-fidelity
(MACH) framework is illustrated in Fig. 2. The optimization loop relies on a gradient-based
optimization algorithm (SNOPT) to decide on the new set of design variables x at each itera-
tion. For each new set of design variables, we must generate a new geometry and corresponding
CFD mesh and structural model so that the flow solver can compute the drag, lift, and moment
coefficients, as well as the wing flying shape. A coupled adjoint solver then computes the deriva-
tives required by the optimization algorithm to perform the next design optimization iteration.
MACH has been successfully used to perform several studies for both aerodynamic [24–29] and
aerostructural design studies [6, 30–34].

Coupled adjoint solver

Gradient-based
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Figure 2: Aerostructural design optimization cycle.

2.3.1 CFD solver

The CFD solver used in the work herein is ADflow, which is a finite-volume, cell-centered
multiblock solver for the compressible Euler, laminar Navier–Stokes, and RANS equations
(steady, unsteady, and time-periodic modes) [35]. Recently, overset mesh capability was added
to ADflow, facilitating its application to complex aircraft geometries. ADflow also includes a
matrix-free adjoint method implementation that relies on AD to compute the partial derivative
terms in Eqs. (7) and (8)

2.3.2 Geometry and mesh movement

For manipulating the geometry, we use a free-form deformation (FFD) volume approach [36]
that we implemented [37] and have been using extensively for aerodynamic [24–29] and aerostruc-
tural optimization studies [6, 30, 34, 38]. The FFD approach can be visualized as embedding
the spatial coordinates defining a geometry inside a flexible volume. The parametric locations
corresponding to the baseline geometry are found using a Newton search algorithm. Once the
baseline geometry has been embedded, perturbations made to the FFD volume propagate within
the embedded geometry via the evaluation of the nodes at their parametric locations.

The FFD approach used to parametrize the geometry applies deformations only to the surface
mesh—the part of the volume mesh that lies on the physical surface. A mesh movement pro-
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cedure is then required to propagate surface perturbations to the remainder of the CFD volume
mesh. The mesh movement algorithm used in this work is an efficient analytic inverse distance
method [39].

2.3.3 Structural solver

The structural solver we developed is the Toolkit for the Analysis of Composite Structures
(TACS) [40]. TACS includes an adjoint solver that is able to handle the structural design vari-
ables, which in our case are the thicknesses of the structural members. Parallelism is achieved
within TACS by using an element-based partitioning of the finite-element mesh. This partition-
ing is used to parallelize the factorization of the stiffness matrix, the computation and assembly
of the stiffness matrix and structural residuals, and the computation of the functions of interest
and their derivatives.

2.3.4 Aerostructural solver

Coupling aerodynamic and structural numerical models to compute the static aeroelastic shape
of lifting surfaces is essential when designing lifting surfaces that are flexible. Even small
changes in shape can have a large effect on the aerodynamic performance, and multiple flow
conditions result in multiple shapes. This is particularly important for swept wings, where
bend-twist coupling can result in large changes in the twist distribution.

The load and displacement transfer scheme we use follows the work of Brown [41]. In this
approach, rigid links are used to extrapolate the displacements from the structural surface to the
CFD surface, as shown in Fig. 3. These rigid links are constructed between the aerodynamic
surface mesh points and the points on the structural model lying closest to this set of points. The
consistent force vector is determined by employing the method of virtual work, ensuring that the
force transfer is conservative. The integration of the forces is performed on the aerodynamic
mesh and is transmitted back through the rigid links to the structure. More details on these
transfers can be found in previous work [38, 41, 42]

r

uA

ut

ur × r

Structural element

Rigid link

Jig aerodynamic surface, XJ

Displaced aerodynamic surface, XS

ur

r

Displaced
Structural element

Figure 3: Load-displacement transfer operation

We formulate the aerostructural analysis problem using a two-field formulation. Using this
formulation, we can write the governing equations of both disciplines as a function of the fluid
states, w, structural states, u, and design variables x. Combining the residual equations from the
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aerodynamic and structural disciplines, we write the combined residual of the multidisciplinary
system as

R =

[
A (w, u;x)
S (u,w;x)

]
= 0. (9)

The aerostructural analysis consists in finding a solution, (w, u), that satisfies these coupled
residual equations.

The traditional process for solving the coupled aerostructural equations (9) is to use a nonlinear
block Gauss–Seidel (NLBGS) method [43, 44]. In this approach, the aerodynamic analysis is
first partially converged and the aerodynamic forces are evaluated. The forces are then trans-
ferred to the structural analysis and the corresponding displacements are computed. Finally, the
displacements are transferred back to the aerodynamic analysis, the mesh is deformed, a new
CFD solution is found, and this iterative loop continues until the coupled convergence criterion
is met. Aitken acceleration [45] is used to dynamically choose the under-relaxation factor to ac-
celerate convergence. We also implemented a fully coupled Newton–Krylov (CNK) method for
solving the aerostructural equations in a monolithic fashion. We use an inexact Newton–Krylov
approach to solve the coupled equations (9).

2.3.5 Coupled adjoint derivatives

One of the critical components of the aerostructural framework is an efficient method for the
computing coupled derivatives. Using the coupled adjoint approach [43], we write the adjoint
equations for the aerostructural system. The total derivative of the function of interest, f , is

df

dx
=
∂f

∂x
+

[
∂f

∂w

∂f

∂u

]


dw

dx
du

dx


 . (10)

We write the total derivative of the residuals as

dA
dx
dS
dx


 =



∂A
∂x
∂S
∂x


+



∂A
∂w

∂A
∂u

∂S
∂w

∂S
∂u






dw

dx
du

dx


 = 0. (11)

Substituting the solution of Eq. (11) into Eq. (10) to eliminate the total derivatives we obtain

df

dx
=
∂f

∂x
−
[
∂f

∂w

∂f

∂u

]


∂A
∂w

∂A
∂u

∂S
∂w

∂S
∂u




−1

︸ ︷︷ ︸
ΨT



∂A
∂x
∂S
∂x


 . (12)

This yields the coupled adjoint equations,


∂A
∂w

∂A
∂u

∂S
∂w

∂S
∂u




T [
ψ
φ

]
=

[
∂f

∂w

∂f

∂u

]T
. (13)

After the solution for the coupled adjoint equations (13) is obtained, the following equation can
be used to compute the total derivative:

df

dx
=
∂f

∂x
− ψT

(
∂A
∂x

)
− φT

(
∂S
∂x

)
. (14)
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Implementing the coupled adjoint, including all the required partial-derivative terms, is a chal-
lenging endeavor. Furthermore, ensuring that the partial-derivative computations and solution
methods are efficient and exhibit good parallel scalability is even more difficult. More details
on what these partial derivatives mean and how they are computed are provided in previous
work [38, 42].

As with the aerostructural system of equations, we consider two approaches to solve the coupled
adjoint system (13): a segregated approach and a monolithic approach. The segregated approach
is the lagged coupled adjoint approach [46], which corresponds to a linear block Gauss–Seidel
algorithm. We also implemented a monolithic approach, which uses a Krylov method applied
directly to the coupled linear system.

3 A BENCHMARK FOR HIGH-FIDELITY WING DESIGN

The NASA Common Research Model (CRM) was developed to be representative of a long-
range twin-aisle transport aircraft and has been used primarily as a CFD benchmark for drag pre-
diction [47], and the Aerodynamic Design Optimization Discussion Group (ADODG) bench-
marks [28, 48–53]. Since we want a benchmark model for aeroelastic studies, and CRM geom-
etry only provides the 1 g wing shape, we developed a structural wing box model and a jig wing
shape, which we call the undeflected CRM (uCRM) [34], shown in Figure 4.

Figure 4: uCRM aerostructural model with wingbox structural model (left) aerodynamic model (right); the black
line denotes the wing jig shape.

Because of the growing interest in aerostructural analysis and optimization on the CRM model
and future high aspect ratio wing designs, we would like to standardize two aerostructural
benchmark geometries: an aspect ratio 9 wing based on the CRM, the uCRM-9, and a higher
aspect ratio (13.5), variant, the uCRM-13.5. Since aerostructural analysis will be performed us-
ing these models, the 1 g “built-in” deflections become problematic and we must instead define
the jig (undeflected) shape. The goal is that these models provide a useful benchmark for aeroe-
lastic studies. To this end, all files associated with these designs—both geometry and mesh
files—are publicly available.
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There have already been a number of efforts utilizing higher fidelity static aerostructural op-
timization, featuring a RANS-based CFD solver coupled with a computational structural me-
chanics (CSM) solver using the aspect ratio (AR) 9 model, the uCRM-9 [30, 34, 54]. Due to
a continual push for increased aircraft efficiency and reduction in fuel burn, there is a grow-
ing interest in enabling high aspect ratio wings through the use of future technologies such as
tow-steered composites [31,55], morphing trailing edge wings [32], and additive manufactured
wingbox topologies [56]. Each of these studies was conducted using the uCRM-13.5 configu-
ration as the baseline.

One of the aspects that has previously been neglected in aerostructural design optimization is
buffet mitigation. Buffet occurs when a shock wave oscillates in position due to an interaction
with the separated boundary layer. These oscillations grow and eventually become unstable.
This unsteady phenomenon leads to undesirable effects, such as flow separation and intense
structural vibrations. To address this issue, we use a separation-based buffet onset prediction
metric based on steady CFD that has shown to be valid for the CRM [57].

3.1 uCRM-9: An undeflected version of the Common Research Model

For both the uCRM-9 and the uCRM-13.5, we only model the structure of the wingbox. We had
to design a jig shape and structural model for the wing, since no such model currently exists.
We designed uCRM-9 model with a jig shape and structure that deforms into the shape of the
original outer mold line (OML) of the CRM model at a nominal cruise condition (M = 0.85,
CL = 0.5 at 37 000 ft) [58]. This structural design was done through an inverse design proce-
dure. First, we defined a wingbox layout based on a similar aircraft, and sized the structure using
representative aerodynamic loads. We then applied an inverse design procedure that iteratively
removed the deflection from the OML and wingbox geometry, while updating the structural
sizing to ensure that the aeroelastically deflected shape matched the nominal deflection profile
of the CRM. This is identical to the design procedure we used previously [34].

As the first step of the uCRM-9 design process, we start by defining a realistic wingbox layout.
Since there is no publicly available data on wingboxes for modern transport aircraft, we based
our layout on cutaway views of the Boeing 777-200ER aircraft. Figure 5 shows the planform
view of the 777-200ER extracted from the aircraft planning document [59] with a best-guess
superimposed wingbox locations (left), as well as the planform of the CRM and our wingbox
layout (right). Using digital versions of the Boeing 777 drawing, we estimate the extent of the
wingbox at the root and tip. This information was sufficient to define the wingbox structure
planform for the CRM geometry. We generate the wingbox for the CRM using the same pro-
portions (front and rear spar location, rib spacing, etc.) and structural layout of the Boeing 777
wingbox. Due to differences in sweep and span, we could not implement the approximated
wingbox layout for the Boeing 777 directly in the CRM planform.

Once we defined the planform of the wingbox, we used an in-house tool to generate the ge-
ometry of the wingbox and its components conforming with the wing OML. We use a fixed
aerodynamic load distribution to recover the undeflected shape of the wing. We convert the
converged aerodynamic pressure and skin friction forces to tractions, which are used to size the
wingbox, and later used for the inverse design procedures. The wingbox elements are sized
through numerical optimization for the given fixed aerodynamic loads. All components in the
wingbox structure are modeled using aluminum 7000 series alloy.
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Figure 5: Boeing 777 (left) and uCRM-9 (right). The CRM has a slightly lower wing area and span, and more
sweep than the Boeing 777.
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Figure 6: Panel-stiffener parametrization assumed by the smeared stiffness approach [60].

Like all modern transport aircraft, our wingbox uses blade stiffened panels for the main com-
ponents. The stiffeners are not included explicitly in the finite element model of the wingbox.
Instead, we model the effect of their stiffness by homogenizing (or smearing) them into the
wingbox panels stiffness. Kennedy et al. [60] describe the smeared stiffness approach in more
detail. Fig. 6 shows the assumed general cross-section of a wingbox panel under the smeared
stiffness approach, where we link the blade and flange thicknesses (tw = tb) and the blade height
to the flange width (wb = hs). Using this approach, we can perform panel-level buckling anal-
ysis while considering multiple buckling modes. These buckling modes include: intra-stiffener
skin buckling, stiffener buckling, and coupled stiffener-skin buckling modes. All three buck-
ling modes are aggregated into a single scalar value using a Kreisselmeier–Steinhauser (KS)
function [61, 62], which gives a conservative approximation to the most violated case.

The structural sizing of the wingbox was produced through a structural optimization. The opti-
mization consisted in minimizing the mass while enforcing failure and buckling constraints at a
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Figure 7: Inverse design iteration history for uCRM-9 wing jig.

2.5 g maneuver load. The skin, ribs, and spar panels were constrained not to fail or buckle with
a safety factor of 1.5. The structural analysis included inertial load relief from the structure,
engine, and fuel. The design variables are stiffener pitch (spacing), stiffener height, stiffener
thickness, and panel thickness. The stiffener pitch for the upper and lower skins are equal ev-
erywhere. The remaining structural variables are free to change (within their bounds) from one
panel to the next. The initial optimized wingbox provides an initial guess for the structure of
the wing jig shape. However, because this first guess is based on the CRM OML it also features
the “built-in” 1 g deflection in its geometry. We remove this deflection in the subsequent in-
verse design procedure, so that the CRM wing geometry can be recovered from the jig through
structural deflection of the wingbox.

Given the 1 g OML of the original CRM, the wingbox structural layout and sizing, as well
as the aerodynamic loads, we now determine the jig shapes for the OML and wingbox. This is
accomplished by solving a least square optimization problem where we minimize the difference
between the CRM OML points, XT , and points on the deflected jig shape under the nominal 1 g
loads, Xdeflect. The deflected points are found by taking the jig points and adding the structural
deflections from the applied aerodynamic loads (Xdeflect = Xjig+u). The optimizer change only
the geometry of the wing jig through the FFD x, y, and z coordinates to match the two sets of
points, such that the initial deflection of the CRM wing is achieved through structural deflection
only. This inverse design procedure needs to be applied multiple times since as the geometry
of the structure changes, so too do the structural deflections, u. Once the FFD shape variables
are found, we apply them to the initial CRM geometry and wingbox to remove the deflection
and achieve a new approximate jig geometry. The new structural geometry is then structurally
resized using another structural optimization and the procedure is repeated until convergence. In
our case, three inverse design cycles were required before a converged jig solution was achieved.
Fig. 7 shows the sequence of inverse design results leading to the finalized wing jig. To verify
the resulting jig shapes and wingbox sizing, we performed an aerostructural analysis of the
uCRM-9 and compare it to the aerodynamic analysis of the CRM [34].

3.2 uCRM-13.5: A benchmark for high aspect ratio wing design

The uCRM-13.5 model is the result of a full aerostructural design optimization where the OML
is optimized in addition to the structural sizing. This is in contrast with the uCRM-9 model,
where the CRM OML is preserved, and only a structural sizing optimization is performed. The
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Figure 8: uCRM-13.5 wing planform (blue) and CRM-9 planform (green). The dotted lines show the 0, 50% and
100% MAC locations for the uCRM-13.5. The green dot at 50%MAC shows the main gear post location.

uCRM-13.5 wing maintains overall compatibility with the remainder of the CRM aircraft. In
this way, the resulting aircraft design may be considered to be a higher span derivative of the
CRM. The goal of his model is to develop a modification of the well-tested CRM configuration
compatible with that configuration. The extension of the uCRM-9 to obtain the required 13.5
aspect ratio is complicated by the fact that we want to preserve the same wing loading and
landing gear location to avoid a cascade of changes that would affect the aircraft sizing. The
uCRM-13.5 wing planform was designed by taking the uCRM-9 planform and extending the
wing span until an aspect ratio of 13.5 was achieved. The wing area was kept constant, to ensure
that the wing loading remained unchanged. The uCRM-13.5 wing is shifted forward to preserve
similar longitudinal stability characteristics. A rendering of the uCRM-13.5 planform is shown
in Fig. 9.

The structural wingbox planform is shown in Fig. 9. We designed the uCRM-13.5 wingbox to
have the same topology as the uCRM-9, with the exception of the number of ribs. The absolute
spacing was kept the same, and hence the uCRM-13.5 has 9 additional ribs for a total of 54.
The trailing edge spar also features a more distinctive kink at the Yehudi break. This was done
to move the spar forward in this region and ensure that the spar depth did not become so small
as to become a manufacturing concern. The engine is also assumed to be mounted in the same
absolute spanwise position.

Like the uCRM-9 design, we based the uCRM-13.5 on a traditional aluminum wingbox struc-
ture. A 13.5 AR wing is pushing the limits of what is currently possible with conventional
aluminum wing design. As a result, if we perform an aerostructural analysis of this model
while keeping a similar cross-sectional, twist, and structural sizing distribution as the uCRM-9,
the design performs poorly due to the additional structural deformation caused by the increased
wing flexibility. For this reason, unlike for uCRM-9, we perform an aerostructural design op-
timization that takes these effects into account. Buffet onset constraints were also included for
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Figure 9: Three view of the uCRM-13.5 wing planform and structural geometry.

the design optimization to obtain a wing that can be used for a transonic transport.

The flight conditions considered consist of a five point cruise stencil: two buffet constraint con-
ditions, and three maneuver conditions. The initial optimization flight conditions are detailed
in Table 1, where MTOW is the maximum takeoff weight of the aircraft. The five cruise de-
sign conditions form a cross in Mach-CL space. This is done to ensure that the fuel burn of
the design is robust for varying aircraft weights and flight conditions. The center of the cruise
stencil, condition 1, is defined by the nominal CRM cruise condition (Mach = 0.85, CL = 0.5).
Conditions 2 and 3, are defined as offsets of ±0.025 in CL relative to nominal cruise condition.
Conditions 4 and 5 are defined as offsets of ±0.01 in Mach number relative to the nominal con-
dition, with the constraint that they maintain the same physical lift. The two buffet conditions
are chosen to constrain buffet due to high lift and due to high Mach. The first buffet point is
specified to be a 1.3 g margin on the highest lift at cruise (condition 3). The second buffet con-
dition is placed at a high Mach design point (M = 0.89) with the constraint that the lift match
that of the nominal cruise (condition 1). The three maneuver conditions consist of −1 g, and
2.5 g, maneuver conditions, and a 1 g cruise gust condition at which yield stress and buckling
constraints are enforced.

The optimization problem is summarized in Table 2. The objective of the optimization is to
minimize the average fuel burn at cruise. The fuel burn for each cruise condition is computed
using the Breguet range equation,

FBi = LGW
(
exp

(
RTSFC
Vi (L/D)i

)
− 1

)
, (15)

where LGW is the aircraft landing weight, R is the range, TSFC is the thrust-specific fuel
consumption of the engine, and Vi and (L/D)i are the flight speed and lift-to-drag ratio at the
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Number Condition FB Weight (Ti) Mach CL/Lift Altitude (ft)

1 Cruise 1/5 0.85 0.500 37 000
2 Cruise 1/5 0.85 0.475 37 000
3 Cruise 1/5 0.85 0.525 37 000
4 Cruise 1/5 0.84 0.512 37 000
5 Cruise 1/5 0.86 0.488 37 000
6 Buffet 0 0.85 0.683 37 000
7 Buffet 0 0.89 0.456 37 000
8 2.5 g Maneuver 0 0.64 2.5 ·MTOW 0
9 −1 g Maneuver 0 0.64 −MTOW 0
10 1 g Maneuver 0 0.86 MTOW 27 300

Table 1: Flight conditions considered

i-th cruise condition, respectively. The landing weight of the aircraft is computed from the
wingbox finite-element model along with the non-structural masses and fuselage.

A total of 1112 design variables are used for this design optimization. These design variables
can be broken down into three groups: geometric variables, aerodynamic variables, and struc-
tural variables. These variables are listed in Table 2. The geometric design variables include the
airfoil cross-sectional shape distribution over the span of the wing. The optimizer controls these
shapes by perturbing the z-coordinate of each control points along the FFD surface containing
the wing. The optimizer also controls the spanwise twist distribution of the wing by rigidly
rotating set of chord-wise FFD control points.

The aerodynamic design variables include the angles of attack for each of the 10 flight condi-
tions, used to matched the required lift at those conditions. In addition, we include the horizon-
tal stabilizer incidence angles for each flight condition to make sure that the aircraft pitching
moment is zero.

The remaining design variables consist of the structural design variables used to parameterize
the wingbox. These include the stiffener pitch of the upper skin, lower skin, leading edge
spar, and trailing edge spar, since the pitch is assumed to be constant across each of these
components. As a result of the panel-based smeared stiffness approach, three additional design
variables are added for each wingbox rib bay section: panel thickness, stiffener thickness, and
stiffener height. Additionally, the panel length is included as a design variable for each panel to
simplify panel buckling computations.

To achieve a meaningful and physically realizable design, at total of 1327 design constraints
are enforced. We prevent buffet onset by using a separation-based constraint for two flight
conditions, ensuring that all cruise points remain in the envelope defined by the 1.3 g margin to
buffet onset, as required by flight regulations [57].

Several constraints are enforced to the geometry to prevent the optimizer from arriving at phys-
ically unrealizable designs. One of these is a volume constraint on the fuel bay of the wing that
ensures that there is enough volume for the fuel required to complete the mission, including
reserve fuel.

The remaining constraints are applied to the structure of the wing. The 2.5 g maneuver and 1 g
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Variable/function Description Quantity

minimize
N∑

i=1

TiFBi Average Fuel Burn

with respect to xαi
Angle of attack for each case 10

xtail Tail trim angle for each case 10
xtwist Wing twist 8
xairfoil FFD control points 240
xthick Panel thickness skin/spars/ribs 287
xstiff thick Panel stiffener thickness skin/spars/ribs 184
xstiff height Panel stiffener height skin/spars/ribs 184
xpanel length Panel length skin/spars/ribs 184
xstiff pitch Panel stiffener pitch skin/spars/ribs 4
C∗
L0

Nominal cruise target lift coefficient 1
Total design variables 1112

subject to CLi
= C∗

Li
Cruise and Buffet lift conditions 7

L = niW Maneuver lift conditions 3
cimy

= 0 Trimmed flight 10
tLE/tLEinit ≥ 1.0 Leading edge radius 20
tTE/tTEinit ≥ 1.0 Trailing edge thickness 20
(t/c)TE,spar ≥ 0.80(t/c)TE sparinit

Minimum trailing edge spar height 20
Lpanel − xpanel length = 0 Target panel length 266
KSfail < 1.0 2.5 g Material Failure 8
KSbuckling < 1.0 2.5 g and -1 g Buckling 9∣∣∣xpanel thicki − xpanel thicki+1

∣∣∣ ≤ 0.0025 Skin thickness adjacency 258∣∣xstiff thicki − xstiff thicki+1

∣∣ ≤ 0.0025 Stiffener thickness adjacency 258∣∣∣xstiff heighti − xstiff heighti+1

∣∣∣ Stiffener height adjacency 258

xstiff thick − xpanel thick < 0.005 Maximum stiffener-skin difference 172
∆zTE,upper = −∆zTE,lower Fixed trailing edge 8
∆zLE,upper = −∆zLE,lower Fixed leading edge 8
Sepi ≤ 0.04 Buffet separation constraints 2

Total constraints 1327

Table 2: Buffet-constrained aerostructural optimization problem used to define the uCRM-13.5 baseline.

cruise with gust conditions each use four KS material failure constraint aggregation functions:
one each for the upper skin, lower skin, ribs, and spars. For these conditions, aggregated buck-
ling constraints are enforced only for the upper skin, ribs, and spars. For the −1.0 g condition,
only the buckling constraints are enforced for the lower skin, ribs, and spars. Finally, we apply
hundreds linear adjacency constraints to ensure that the panel thickness, and stiffener thickness
and heights do not change too much from panel to panel.

The result of this optimization problem is shown in Fig. 10, where the top view shows the Cp
contours, the front view shows the shock, and the spanwise distributions show lift, twist, and
thickness-to-chord ratio. We can see that the initial wing (left) exhibits a strong shock, which
incurs a large fuel burn due to excessive wave drag. The optimized wing does away with most of
the wave drag, and achieves a much better efficiency. The optimization is also able to reduce the
wing thickness substantially, and produces a much more flexible wing, as seen from the front
view of the wing deflection at the nominal cruise condition. This more flexible wing indicates
that we might need to mitigate undesirable aeroelastic phenomena, such as aileron reversal and
flutter.
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Figure 10: Comparison of initial uCRM-13.5 (left) with optimized uCRM-13.5 (right) aerostructural designs

4 OTHER APPLICATIONS

In addition to funding the development of the uCRM models, NASA also funded the inves-
tigation of two new airframe technologies—tow-steered composites and continuous morphing
trailing edges—and a new aircraft configuration—the D8 double bubble.

4.1 Tow-steered composite wing

In the last 30 years since their introduction into aerospace applications, composites have become
increasingly used, making up as much as 50% of modern aircraft by weight. With the intro-
duction of automated fiber placement machines, the tow direction can now be steered spatially
within each layer. The objective of this project was to exploit the use of tow-steered composites
in the design of high aspect ratio wings.

Two aerostructural optimizations are performed for the uCRM-13.5 configuration: one with the
full tow steering parametrization (the steered case), and one where the tow orientation is held
fixed where the laminate thickness and other variables are still allowed to vary (the unsteered
case). The optimization problem that we solve is very similar to the one solved for the uCRM-
13.5 configuration, with the addition of the composite laminate design variables in the steered
case, and the tow-steering variables in the steered case. The steered problem also includes tow
curvature constraints due to manufacturing limitations. We provide more details on the problem
formulation in a separate reference [31].

Fig. 11 compares the tow-steered and unsteered patterns for each ply. Due to the buckling
constraints and the absence of stringers, the wing box panels are much thicker than in a real-
istic wing box. For both wings, the optimizer adds additional laminate thickness at the engine
mounting location to deal with the local stress concentration. The main tow pattern for the up-
per and lower skin of the wing box both steer back towards the trailing edge at the root and the
gradually sweep forward towards the tip. Overall, there is a 1% improvement in fuel burn for
the tow-steered wing relative to the unsteered one.

4.2 Adaptive morphing trailing edge wing

Adaptive morphing trailing edge technology offers the potential to decrease the fuel burn of
transonic transport aircraft by allowing wings to dynamically adjust to changing flight con-
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Figure 11: Comparison of optimal tow-steered versus unsteered aerostructural designs.

ditions [63, 64]. Current aircraft use flap and aileron droop to adjust the wing during flight.
However, this approach offers only a limited number of degrees of freedom, and the gaps in the
wing created when using these devices introduce unnecessary drag. Morphing trailing edges
offers more degrees of freedom, with a seamless interface between the wing and control sur-
faces. Here, we seek to quantify the extent to which this technology can improve the fuel burn
of transonic commercial transport sized aircraft. Starting from the uCRM geometry, we perform
fixed-planform aerostructural optimizations of a clean sheet wing designed with the morphing
trailing edge [32].

We consider an aerostructural optimization similar to the ones described above, but with added
design variables that parametrize the trailing edge shape and can change for each flight con-
dition. An optimization considering 7 flight conditions is shown in Fig. 12. The addition of
morphing led to a substantial fuel burn reduction—over 5% in this case—largely through the
reduction of structural weight. This reduction was enabled by the inboard shift of the maneuver
load distribution resulting from the negative camber added to the outboard sections of the wing
by the morphing. A more comprehensive set of optimization cases can be found in other work
by the authors [32, 54, 65].

4.3 D8 transport aircraft

The D8 “double-bubble” is a new transport aircraft configuration proposed by Drela et al. [66,
67] that has the potential to provide large improvements in fuel efficiency. This aircraft config-
uration has been studied at the conceptual level and in low-speed wind tunnel tests, but there
was, up to now, no higher fidelity transonic design. In this study, we use the conceptual design
definition as a starting point and develop a high-fidelity aerostructural optimization problem for
the D8 configuration using the MACH framework.

Here we summarize one of the results from our previous work [68]. Fig. 13 shows the results
for the wing-body-tail optimizations of a D8 designed to fly at M = 0.78. The performance
increase relative to the baseline design is significant: We achieve a fuel burn reduction of 27%.
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Figure 12: Adding morphing for 7 flight conditions reduced the fuel burn by 5.04%, and the structural weight by
25.8%.

There is a significant reduction in the wing t/c, as well as significant change in the airfoil shapes
and sectional Cp. Most of the improvement in the design is aerodynamic: The L/D increased
from 14.5 to 20, while the wing weight increased by 3%. This work confirms the viability of
the D8 wing-body in the transonic regime and provides detailed transonic geometries for future
work.

5 CONCLUSIONS

We presented a framework for high-fidelity aerodynamic and aerostructural design optimization
of aircraft wings. The methods used in this framework successfully tackle the compounding
challenges of modeling the wing with high fidelity, while optimizing it with respect to hundreds
of design variables. The effectiveness of this framework leverages the use of high-performance
parallel computing, fast solvers, state-of-the-art gradient-based optimization, and an efficient
and accurate approach for computing the derivatives for the aerostructural solver via the coupled
adjoint method.

We developed uCRM, a new open model for aeroelastic analysis and design studies, which
includes both a wing with the same planform of the original CRM, and a wing with a high
aspect ratio that is representative of the wings we expect to see in the next generation of long-
range transport aircraft.
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Figure 13: D8 optimization for M = 0.78.
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We demonstrated the effectiveness of the framework by showing applications to the design of
wings using two different airframe technologies, and to the design of the wings of an uncon-
ventional aircraft configuration.
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