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Investigation of Detonation Wave Phenomena in Non-Premixed H2-Air 
Annular Rotating Detonation Combustor using Large-Eddy Simulation 

Y. Lim*1, T. Nilsson*2 & C. Fureby*3 

Abstract 

A series of Large Eddy Simulation (LES) based investigations was performed to analyse a non-premixed 
hydrogen-air annular rotating detonation combustor, using a detailed 22-step reaction mechanism and 
a finite volume based solver previously-designed for high-speed reacting flows. A specific design and 
test configuration from the US Air Force Research Laboratory has been used. The mass flow rate was 
maintained at 0.144 kg/s, with a unity global equivalence ratio for the reactant inflows, throughout the 
simulations. The results obtained from the single stably-rotating wave, showcase the computational 
model’s capability to replicate the principal characteristics of rotating detonation waves. Validation of 
the numerical results with available experimental data, shows agreement in magnitude and trend. 
Statistical analysis revealed increased temperature and pressure, volumetric expansion, and fuel 
suppression during and after the wave sweep, resulting in higher outer wall temperatures in the front 
axial half of the combustor. The role of reactant mixing in the studied rotating detonation case was also 
evaluated. Wide ranges of temperature and pressure were observed within the combustor, highlighting 
the highly dynamic nature of the combustion processes. A significant amount of deflagration was also 
found to be present in the chamber, with those occurring ahead of the detonation wave having a 
potentially more significant impact on the combustor performance. 

Keywords: rotating detonation, non-premixed, large-eddy simulations, hydrogen-air. 

Nomenclature 

Latin 
𝑝𝑐ℎ      – instantaneous static pressure 
⟨𝑝𝑐ℎ⟩  – time-averaged static pressure 

𝑄̇      – heat release rate 

𝑇𝑐ℎ     – instantaneous static temperature 

Subscripts 
ch – chamber 

st – stoichiometric 

 

⟨𝑇𝑐ℎ⟩ – time-averaged static temperature 

Y      – mass fraction 
Z      – mixture fraction 

1. Introduction and Background 

Utilising pressure-gain combustion, the Rotating Detonation Engine (RDE) is one of the more recent 

and promising candidates that might offer a breakthrough in aircraft propulsion technology. Based on 

a rotating detonation wave(s) in an annular combustion chamber that both compresses and ignites the 
reactants, resulting in chemical heat release and volumetric expansion, RDEs could potentially give rise 

to novel and compact engine designs. Theoretically, this detonation-based combustion process offers 
higher flow and heat release rates [1] and lower entropy rise [2], resulting in higher thermodynamic 

efficiency [3]. This could contribute towards a more powerful or compact engine, one that could even 

propel high-speed flight. The simplicity of needing only a single ignition to start off continuous operation 

also puts RDEs ahead of other competing detonative combustion engines. 
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Although there has been a large and still rapidly growing number of theoretical, experimental, and 
numerical RDE studies, the underlying unsteady and multi-scale physical process remains inadequately 

comprehended. Premixed RDEs offer the benefit of well-mixed reactants which in turn give a greater 
probability of achieving stable detonations [4], but also bring several operational challenges, such as 

the hazard of flashback, difficulties to control [5], and very restricted operational durations because of 

high temperatures. These challenges have contributed to the pivoting of experimental work towards 

non-premixed RDE configurations in recent times [6-8]. 

On the other hand, injecting fuel and oxidiser individually into the combustion chamber makes mixing 
one of the performance-limiting factors [2], which can result in wave speed reductions in the range of 

30% [9]. To counter this problem, numerous improved designs involve injecting reactants into the 
combustion chamber as impinging jets [7, 8, 10-12]. It could be inferred that non-premixed RDEs add 

another level of complexity – unsteady reactant mixing – on top of existing ones such as numerous 

conflicting detonation waves, large heat losses, detonation boundary layer interactions, chaotic start-

up and parasitic combustion, which are all awaiting understanding and solution. 

From another perspective, the extraordinary rapidly-evolving flow dynamics in rotating detonation, 
intertwined intricately with areas of fluid compressibility, flow discontinuity, combustion chemistry, and 

different heat transfer modes, presents a high barrier to theoretically-conclusive experimental research. 

The considerable expenses and sophistication of RDE experiments have spurred recent efforts in 
computational research in this field. Simulations not only facilitate fast and effective parametric studies 

to assist in the design work, but could also offer an exclusive platform to visualise occurrences within 
the flow fields and probe the fundamental mechanisms behind them. Combining results from both 

experimental investigations and numerical simulations can provide the unparalleled avenue to 
investigate some of the key physical principles behind the detonation wave phenomena, which might 

not be practically achievable with experiments alone. 

Even with the integration of experimental and simulation techniques, there still exists a wide knowledge 
gap in terms of comprehension of rotating detonation principles. The interdependent processes of 
mixing and burning within time-scales of O(𝜇𝑠), as well as intense flow intricacy and conditions, demand 

resolving finely in both time and space. With the resultant sky-high requirements of computational 
resources for investigating rotating detonations, it is unsurprising that many numerical studies fall back 

on practical simplifications, such as two-dimensional analyses [13-15], applying Reynolds Averaged 
Navier-Stokes (RANS) models [16, 17], using premixed reactants [15, 16, 18-22], and running with 

simpler (single step) chemical reaction mechanisms [4, 13, 16, 20, 21, 23]. 

In this study, Large Eddy Simulations (LES) have been coupled with finite-rate chemistry to run high-
fidelity calculations of flows within a non-premixed Rotating Detonation Combustor (RDC). The main 

aim of this paper is to document the findings from the evaluation of reactant mixing and rotating 
detonation wave characteristics. The model RDC of choice, designed by the US Air Force Research 

Laboratory (AFRL) [24], utilises jets-in-crossflow injection to promote reactant mixing. The design has 

been comprehensively investigated via both experimental [24-27] and numerical [28, 29] methodo-
logies, offering a rich database of data on top of a pragmatic design and accessible information. The 

simulations are performed with a previously-developed solver designed for high-speed flows, in the 
OpenFOAM 7.0 environment, in a bid to provide insights into the complex dynamics in the RDC. Instan-

taneous and time-averaged results are analysed to illustrate macroscopic effects that the combustion 
processes have on flow fields. The statistical tool of conditional averaging is applied to flow parameters 

and species, to explore links between the detonation wave structure and mixing. 

2. Computational Modelling 

This section introduces the numerical techniques employed in this investigation. More specifically, Sec-

tion 2.1 discusses the choice and specifics of LES, particularly the use of implicit LES with built-in subgrid 
modelling, and its underlying principles. The numerical methods utilised for solving the governing 

equations, are also covered. Section 2.2 compares various chemical reaction mechanisms for hydrogen 

(H2)-air combustion, against experimental data, to justify the one adopted in this research. 

2.1 Large Eddy Simulation Modelling 

The fundamental concept of Computational Fluid Dynamics (CFD) revolves around the solution of 
equations involving mass, momentum, energy, and species mass fractions originating from Newton’s 
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equations of motion and the first law of thermodynamics. The variables of density, 𝜚, pressure, 𝑝, 

temperature, 𝑇, and composition, 𝑌𝑖, are linked up by thermodynamic equations of state. On the other 

hand, constitutive equations are used to characterise the fluid mixture, which is treated as possessing 

a Newtonian fluid behaviour, along with Fourier heat conduction and Fick's law of mass diffusion. The 

modelling of species viscosities, diffusivities, thermal conductivities [30] in this case are based on 
Sutherland's Law, constant Schmidt numbers for each species, and Prandtl number. With the law of 

mass action, the Arrhenius reaction rates are summed up to obtain the species reaction rates [31]. 
Additionally, the combustion chemistry in reacting flows is accounted for via a network of chemical 

reactions. 

For many CFD applications, there exist three types of turbulence modelling: Direct Numerical Simulation 

(DNS), LES, and RANS, listed here in the order of increasing modelling. DNS lies at one extreme of the 

range, resolving all scales of turbulence directly in the absence of any form of modelling. At the opposite 
end of the spectrum, RANS relies on turbulence models to account for the fluctuations, while only 

solving for the mean flow. Although DNS offers exclusive precision and flow details, it demands 
astronomical amounts of computational resources. The third option of LES stands in the middle, striking 

a balance between computational efficiency and accuracy. LES thus has its attractive advantages for 

the simulation of non-premixed RDC’s, where unsteady phenomena like reactant mixing, post-ignition 
transitions, and wave mode shifts are critical. This is especially relevant as RANS is inadequate for 

capturing the transient dynamics in non-premixed RDC’s [32], justifying the choice of LES in this 

research [4]. 

Implicit LES (ILES), in which subgrid stress and flux terms are modelled with the leading-order 
truncation error of the numerical scheme [33-35], is employed in this investigation. A Modified Equation 

Analysis (MEA) is utilised for the derivation of the implicit subgrid stress and flux terms [36]. A stable 

and efficient ILES model can be developed using a carefully selected flux reconstruction scheme for the 
convective fluxes, which usually involves a flux limiter function. This model seeks to handle the 

equations of reacting flows through the use of implicit models for subgrid stresses, as well as non-
oscillatory Finite Volume (FV) methods [37]. The only difference between the implicit and explicit terms, 

is the representation of the subgrid viscosity with a fourth-rank tensor in the former case, and thus 

accounting for simultaneous flow and grid anisotropies. Although ILES models possess the 
advantageous ability of handling concurrent flows and mesh irregularities [33], their performance is 

influenced by the choice of flux-limiting schemes, with those that preserve monotonicity being the most 

robust. 

The omission of a turbulence-chemistry interaction model, as employed here to deal with the filtered 

chemistry source terms, is a potential point for debate. The justification is we have yet to understand 
how detonation waves and small-scale turbulence interact, and also the performance of available LES 

combustion models on simulating detonation and RDC phenomena. Therefore, we made this selection, 

in view of the further research required in this aspect. 

The simulations are run with the second-order accurate FV method as implemented in OpenFOAM 7.0 
[36]. Despite the popularity of low-dissipation schemes due to their ability to resolve turbulence, they 

have problems with flow discontinuities common in high-speed flows. The introduction of numerical 

diffusion and dissipation [38], as well as a variety of flux evaluation schemes [39], could be used to 
address this limitation. In addition, a density-based, fully explicit, solver is used together with the 

Kurganov-Tadmor flux reconstruction scheme [40]. The combustion chemistry is solved separately 
using a Strang splitting approach [41], while the combustion chemistry is integrated in time with a 

Rosebrock solver [42]. Lastly, a variable time-step keeps the Courant number below 0.5. 

2.2 Combustion Chemistry 

Findings from prior research have highlighted the significance of selecting an appropriate chemical 

reaction mechanism for LES of high-velocity deflagration processes [43, 44]. A basic comparison has 
been conducted across a spectrum of chemical reaction mechanisms, from simple global ones to those 

with more detailed processes. The one-step M1 [45]; seven-step skeletal mechanisms of ES7 [46], BG7 
[47], and D7 [48]; and detailed ones such as J20 [49], K30 [50], USCII [51], and Z22 [52] containing 

at least twenty reactions, were evaluated. The Z22 was designed specifically for H2-air ignition and 

combustion, and consists of 9 species and 22 irreversible reactions with an additional three reactions 
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for fuel decomposition [53]. Furthermore, the mechanism incorporates the H2-O2 structural model from 

an earlier pathway-centric reaction mechanism [53]. 

Consistent with the conventional assessment for combustion processes, the performance of the chosen 

reaction mechanisms was evaluated by looking at laminar speed (𝑠𝑢), ignition delay time (𝜏𝑖𝑔𝑛), and 

extinction strain rate (𝜎𝑒𝑥𝑡) at 1 atm pressure. Fig. 1a, Fig. 1b, and Fig. 1c display the trends for 𝑠𝑢, 

𝜏𝑖𝑔𝑛 and 𝜎𝑒𝑥𝑡, for each mechanism alongside experimental data. 

  

Fig 1. Plots of (a) ignition delay times against 1000/T; (b) laminar flame speeds against equivalence 

ratios; (c) temperatures against extinction strain rate. Legend: (—) M1 [45], (—) ES7 [46], (—

) BG7 [47], (—) D7 [48], (—) J20 [49], (—) K30 [50], (—) USCII [51], (—) Z22 [52], and 

experimental data (symbols) from [54-59]. 

Based on the 𝜏𝑖𝑔𝑛 graph in Fig. 1a, the various mechanisms fare similarly at temperatures higher than 

~1000 K. However, significant variations emerge at temperatures below this threshold, particularly in 
the ~850 K to ~1000 K range. Mechanisms comprising seven or fewer reactions fail to reproduce the 

distinct kink of the experimental data-points, because of the absence of H2O2 and HO2 chemistry. In 
contrast, the majority of the detailed mechanisms over-exaggerate the curve within this range, resulting 

in prolonged 𝜏𝑖𝑔𝑛 periods for temperatures above ~900 K. On the contrary, the Z22 successfully repli-

cates the experimental trends within the interval, aligning with mechanism’s design objectives [52]. 

In Fig. 1b, the data for 𝑠𝑢 shows that Z22, J20, K30, and USCII closely match the experimental points. 

The mechanisms with less reaction steps show deviations, with M1 overshooting and the seven-step 

ones falling short of the experimental points. Similarly, the same detailed mechanisms show consistency 
with the experimental 𝜎𝑒𝑥𝑡 values in Fig. 1c, whereas the other four simpler mechanisms demonstrate 

the same signs of respective overestimation and underestimation. 

The above-mentioned factors justify the selection of Z22 as the reaction mechanism for the RDE simu-

lations subsequently discussed. 

3. Computational Set-Up 

The following section presents information on the computational model’s configuration used in this in-
vestigation. In Section 3.1, the RDC hardware design and the computational adaptations are discussed. 

The simulations’ initial and boundary conditions are outlined in Section 3.2. 

3.1 RDC Design and Computational Grid 

To advance our understanding of RDC phenomena and concurrently compare the computational 

model’s performance through experimental validation, the well-studied non-premixed RDC design of 
Rankin et al [24] has been selected. The AFRL RDC design was simplified with the key geometrical 

features retained, resulting in the 3D model that is used in this study. Fig. 2a shows a cross-section of 
the actual annular RDC design. The simulation model shares the same corresponding dimensions of 

53.9 mm, 138.7 mm and 101.6 mm, for the outer and inner diameters, and axial length, respectively. 

Rankin et al [24] investigated multiple configurations of air and fuel injector dimensions. The configu-
ration chosen for our numerical campaign features an air slot of 3.56 mm, along with 120 H2 injectors 

each measuring 0.89 mm in diameter. The height and area of the air inlet are exactly replicated in the 
computational model as a radial slot on the inner annular wall, whereas the fuel inlets are represented 

as cuboids with 0.789 mm squares of area equivalent to the circular injectors in the hardware. The air 
inlet is demarcated in pink, and the chamber walls in blue and green, in Fig. 2b which also shows the 

120 squarish fuel injectors. The 3D model mimics identically the hardware’s annular thickness of 7.6 

mm, which is also visible in the sliced domain in Fig. 2b, throughout the entire axial length. 
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(a)  (b) 

 

Fig 2. (a) Adopted RDC design’s cross-section, showing flow passages and transducer locations 

[24]. (b) Computational model displaying fuel (small tubes, at bottom of figure) and air (pink) 

inlets, combustor base (green), inner and outer annular walls (blue), and outlet (top). 

Hexahedral, structured and nearly uniform computational grids were used in all simulations in the 

series. The baseline grid comprises 20.9 million cells, with an individual base size of 0.35 mm.  

3.2 Simulation Initialisation and Boundary Conditions 

To improve computational cost economy, the simulations were initiated on a coarser grid. Once the 
detonations achieved a statistically-steady cycle, the data was transferred to the main grid, to continue 

the run for generation of the key results. 

Every simulation began with a pre-flow of reactants for 60 s. Subsequently, detonation was triggered 

by inserting a sphere of 20 bars pressure, 1500 K, and a 2000 m/s velocity component tangent to the 

annulus. This ‘ignition zone’ spans the full combustor thickness, sparking off tangential detonation 

waves. The centre of the zone is positioned 15 mm axially away from the point of fuel injection. It is 
worthy to mention that the numerical ‘ignition’ method does not seek to exactly replicate that of the 

actual experiment. Instead, it merely serves as a means to attain the phase of statistically-stable wave 

rotation, which was also the targeted mode of evaluation in the experiments. 

This methodology complements the previously-mentioned strategy of beginning each simulation case 

with a cost-effective coarse grid, from which the results were not quantitatively examined, before 
moving to the fine grid for more accurate computation and data analysis. Data analyses are focused 

on the period in which the detonation waves have reached a statistically-cyclical state. 

With respect to boundary conditions, a consistent set is applied across all simulation cases. In summary, 

inflows are regulated using fixed mass flow rates; a wave-transmissive condition is used at the outlet; 

fixed temperatures are imposed at inlets; adiabatic walls are applied. 

4. Results and Discussion 

The following section revolves around the results acquired in the campaign, and the findings arising 
from the corresponding data processing and evaluation. The first sub-section gives an outline of the 

simulations with respect to controlled parameters and overall wave behaviour, and Section 4.2 
documents the conducted grid independence study. The final two sub-sections detail the results derived 

from analyses using, respectively, unconditional and conditional statistics. 

4.1 Case Study Overview 

In this study, the total mass flow rate of reactants is set as 0.1441 kg/s, with a global equivalence ratio 
of 𝜙 = 1. In the simulation campaign, data acquisition was performed after the circling wave had 

attained a statistically steady mode. A single wave has been predicted in all the LES runs, akin to the 
wave number witnessed in the corresponding experimental case. The wave frequency of 3.8 kHz has 

been recorded in the numerical runs, as compared to the 2.7 kHz clocked experimentally. 

The instantaneous temperature contour plot of Fig. 3a has been extracted from the main simulation 

conducted with Mesh II (elaborated in Section 4.2). The capability of the LES model in executing three-
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dimensional calculations is highlighted, demonstrating the ability to distinctly identify critical wave 
formations [60]. Four notable structures are pointed out in the plot: A, the primary detonation wave; 

B, the associated oblique shock; C, the region with newly-injected reactants; D, the slip line at which 
hot gases from consecutive cycles meet [61]. The blue regions of cold reactants visible is distinct at 

front axial end of the annular chamber, just downstream of the fuel injection tubes, prior to a wave 

sweep. 

Similar wave structures are also identified in Fig. 3b, which was experimentally acquired using OH* 

chemiluminescence. An important note is that the directions of wave propagation in the two images 

are opposite to each other, arising from initiation in alternate directions. 

 

Fig 3. (a) Isometric view showing instantaneous Tch contour plot with the main detonation wave 
labelled as A, oblique shock as B, reactant refill zone as C, contact slip line as D; and (b) ex-

perimental OH* chemiluminescence image [24] showing similar wave structures.  

4.2 Grid Sensitivity Study 

The impact of grid resolution on the simulation was investigated. This involved three sets of uniformly-

structured grids respectively with base sizes of 0.47 mm, 0.35 mm and 0.23 mm. The corresponding 
cell counts are 6.2 million (Mesh I), 20.9 million (Mesh II) and 49.5 million (Mesh III), respectively. The 

study contrasted the three datasets, deducing reasonable grid independence between the Meshes II 

and III. This led to the selection of the 20.9 million-cell grid for the rest of the numerical campaign. 

Fig. 4a compares the time-averaged pressure in the axial combustion chamber direction, ⟨𝑝𝑐ℎ⟩, across 

the three grids, supplemented by experimental results [24] for validation. All three curves take after 

the experimental results fairly well, in terms of both absolute values and variation trend. Except for the 
upstream portion of the chamber near the injectors, the curve for Mesh I lies clearly below the other 
two and is also generally flatter and smoother. Among the three datasets, the discrepancy in ⟨𝑝𝑐ℎ⟩ 
between the two finer grids is least pronounced, with significant portions of overlap. 

(a) (b) 

Fig 4. (a) Variations of time-averaged pressure, ⟨𝑝𝑐ℎ⟩  with experimental data [24], and (b) 

temperature, ⟨𝑇𝑐ℎ⟩, along axial combustor length for three grids. 

Although relevant experimental data is unavailable, the corresponding LES time-averaged temperature, 
⟨𝑇𝑐ℎ⟩, graph in Fig. 4b points towards the same indication. In fact, the overlapping of the curves take 

(b) 

A 

B 
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A 
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A 
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place to an even larger proportion for this variable. This further signifies acceptable grid insensitivity of 

Mesh II, which has been adopted for the main study. 

A look at the instantaneous temperature, 𝑇𝑐ℎ, contour plots on the external annular wall surface also 

reveals interesting details. Fig. 5a to Fig. 5c present a lateral view of the plots for all three grids, with 
the wave at roughly the same location. The images provide a visual contrast of the grid resolutions' 

impact, on the amounts of details that could be extracted from the results. Mesh I is sufficient for 
resolving only the key parts of the wave, with some rough flow field patterns. In contrast, Mesh II more 

clearly reveals complex flow dynamics features including the separation of gases between two cycles 

by a slip line. With the highest resolution, Mesh III is capable of capturing detailed structures, such as 
vortical patterns that stand out in multiple regions but particularly around the slip line and after the 

oblique shock, corroborating findings reported in prior studies [60]. The main wave-front shape is 

noticeably more pronounced in Fig. 5b and Fig. 5c. 

(a) (b) (c) 

Fig 5. Instantaneous temperature, Tch, contour plots of (a) Mesh I, (b) Mesh II and (c) Mesh III, 

presented in a side-on view. 

4.3 Time-Averaged Variation of Flow Fields across Channel Thickness 

This sub-section consists of findings from macroscopic and qualitative evaluation of the flow field trends 

within the combustor. Data generated during the stably-circling wave phase has been time-averaged 

to illustrate statistical trends of the chamber flow conditions. 

 (a) (b) (c) 

Fig 6. Radial cross-sectional views of time-averaged (a) temperature, ⟨𝑇𝑐ℎ⟩, (b) heat release rate, 

⟨𝑄̇𝑐ℎ⟩  showing variation of the fields across the channel thickness. (c) superimposed in-

stantaneous temperature, Tch, contour plot in warm colours, constant pressure, pch, surfaces in 
grey, volume renderings of H2 mass fraction in green and expansion, ∇ · 𝒗, in pink. 

Fig. 6a and Fig. 6b are cross-sectional views of time-averaged temperature, ⟨𝑇𝑐ℎ⟩, and heat release 

rate, ⟨𝑄̇𝑐ℎ⟩, respectively. They allow the visualisation of the radial flow field variations across the channel 

thickness, with the inner wall being on the left and outer wall on the right sides of the images. For the 
⟨𝑇𝑐ℎ⟩ field, there is a distinct uneven distribution in the lower half of channel near the inlets, with 

significantly higher temperatures along the outer wall. This phenomenon results from a combination of 
factors. The first is the inflow of cold reactants from the lower left corner of the image, especially the 

high-flow air, pushing flow towards outlet and outer wall. The second contribution comes from the 
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outward expansion of the wave. On the contrary, in the downstream half of the chamber, the 
temperature is more uniform across the (radial) annular thickness. This is due to the continued con-

sumption of reactants at higher axial heights, in the form of both combustion due to the oblique shock 
and deflagration when the residual reactants meet the high temperature combustion products, and the 

hot gases expand and diffuse toward the outlet. 

From the ⟨𝑄̇𝑐ℎ⟩ plot of Fig. 6b, it is apparent that the detonation wave originates from the corner of fuel 

injection as stronger detonations occur at areas of richer mixture as mentioned in literature [62, 63], 

but expands outwards towards the outer annular wall as noted previously. 

Fig. 6c presents an overlay of instantaneous plots for four parameters, extracted from the inner com-
bustor wall. They are namely the 𝑇𝑐ℎ contour plot in the background with a blue-orange colour scale, 

𝑝𝑐ℎ iso-surfaces shown in grey, and volumetric renderings in green representing H2 mass fraction and 

pink for ∇ · 𝒗 which relates to volumetric expansion. A behaviour similar to the previously-mentioned 

expansive phenomenon could be observed in the azimuthal dimension, where there is a ‘forward 
curving’ of the main wave front. The same finding was documented in another study involving RDC 

high-fidelity simulations [62], and is caused by the annulus curvature’s effects on detonation wave 

expansion. In further analysis of Fig. 6c, the main wave front’s passage evidently brings about pressure 
and temperature spikes, as well as extensive gas expansion, resulting from the rapid reaction and 

intense energy release resulting from the detonation process. The attached oblique wave also impacts 
the flow fields through similar trends of volume increase and elevations in 𝑇𝑐ℎ and 𝑝𝑐ℎ, though by more 

moderate extents. Another key observation is the sizeable area of volumetric expansion subsequent to 

the wave's passage which suggests a prolonged time-scale for the spatial effect, relative to the 
durations of wave propagation and the sustained combustion after the wave. Finally, the discontinuity 

in the green rendering highlights the momentary suppression of fuel injection caused by heightened 

pressure levels in and just behind the main wave. 

4.4 Statistical Analyses on Detonation Characteristics 

In this sub-section, conditional statistics is applied as a quantitative analysis of the simulation results. 
Conditional averages could offer insights into mechanisms behind systems operating on non-premixed 

combustion, and also the detailed structure of the burning processes [64]. 

(a)  (b)  

Fig 7. Graphs of mixture fraction-conditioned time-averaged (a) temperature, ⟨𝑇|𝑍⟩, (b) H2 mass 

fraction, ⟨𝑌𝐻2
|𝑍⟩, and O2 mass fraction, ⟨𝑌𝑂2

|𝑍⟩. 

The graphs in Fig. 7 are derived from the averaging of three variables, based on mass-weighting, and 
conditioned on mixture fraction, Z. Fig. 7a shows the conditional average temperature, ⟨𝑇|𝑍⟩, with the 

variance indicated by the shaded area. The peak temperature occurs around the stoichiometric mixture 

fraction, Zst, of 0.0284. The wide variance, particularly around the highest temperatures, indicate a high 
degree of spread in temperature in this region of Z values. Possible explanations include the dynamic 

and potentially unstable nature of the detonation process whose flame structure is possibly dependent 
on the mixture state, as well as high heat release from strong deflagrations. Additionally, the LES peak 

temperature falls short of the ideal detonation temperature 2980 K derived from theoretical calculations, 

substantiating the presence of significant parasitic combustion. 

On the other hand, the plot of conditioned H2 and O2 mass fractions are shown in Fig. 7b, respectively 

in blue and red, with their variances. It could be noted ⟨𝑌𝑂2
|𝑍⟩ has a wide deviation range, also particu-
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larly around Zst. Given that the high temperatures in this region is above that for predominant H2-air 
chain-branching, it is deduced that the oxidiser fluctuation is a factor that drives the wide temperature 

variations. The more unstable O2 could be a sign that the air injection is more affected by the passing 
detonation wave, through inflow suppression. While the fuel curve is largely in line with conventional 

concepts for diffusion-based combustion, the conditioned O2 one indicates presence of significant 

concentrations of oxidiser after Zst. This suggests the inability of the detonation to consume all the 
reactants, and the remainder would ‘leak’ past. The availability of residual O2 at rich Z potential leads 
to the slightly asymmetrical shape of the ⟨𝑇|𝑍⟩ curve around the stoichiometric peak, with temperatures 

not falling as fast on the rich side as mixture fraction departs from Zst. 

(a) (b) 

Fig 8. (a) Graph of heat release rate conditioned on pressure and scaled by probability density 

function, 〈𝑄̇ ∣ 𝑝〉℘ (b) instantaneous heat release rate, 𝑄̇, contour plot of a mid-channel (radial 

thickness) plane showing detonation and deflagration effects. Note that a log-scale is used in 

(b). 

Progressing beyond direct statistical evaluation of purely conditional data, which might not reveal the 
complete picture, the LES data was scaled with the Probability Density Function (PDF), ℘, to factor in 

the probability of occurrence for each state. Shown in Fig. 8a is the plot of conditional heat release rate 

in pressure space, which has been scaled by the PDF, 〈𝑄̇ ∣ 𝑝〉℘(𝑝). The area under the graph gives the 

total heat release rates for a given range of pressure. The sharp peak around atmospheric pressure 

could be attributed to energy release from deflagration, which is also commonly known as isobaric 
combustion, whereas the flatter yet wide regions of heat release at elevated pressures is a derivative 

of pressure-gaining detonative combustion. It can be concluded that the contribution to 𝑄̇ from the two 

combustion modes are comparable, and a wide range of pressures occurs within the detonation regime. 

In the instantaneous 𝑄̇ contour plot of a mid-channel plane shown in Fig. 8b, the extremely large range 

of heat release within an RDC is apparent. Moreover, although the highest levels of 𝑄̇ occur behind the 

detonation wave and oblique shock, extending over a sizeable region, large amounts of heat release 

take place nearly throughout the whole plane. This aligns with the peak 〈Q̇ ∣ p〉℘(𝑝) addressed in the 

previous paragraph, given the fact that the lower-energy-generating deflagration is very prevalent in 

the chamber. Upon further examination of Fig. 8b, parasitic combustion could also be identified at the 
interface between cold reactants (in blue) and hot gases from previous wave cycle axially downstream, 

as well as from some streams of fuel (green streaks) just after leaving the injectors. Commonly termed 

as parasitic combustion, such pre-detonation deflagrative burning would prematurely begin the 
combustion of reactants, causing the eventual detonation to be less efficient and potentially contributing 

to its unsteadiness. These factors might altogether have, at least partly, contributed to the nullification 
of any pressure-elevating effects of detonation such that overall pressure gain has yet to be observed 

in RDCs. 

5. Conclusions 

High-fidelity simulations were conducted on a H2-air non-premixed RDC modelled after an AFRL design 

to yield a 3D perspective on the internal flow dynamics. The investigation was done with a fixed mass 
flow rate of 0.144 kg/s. The simulation attained a self-sustaining single detonation wave mode, 
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capturing signature wave structures. The LES model showed time-averaged chamber pressure, ⟨𝑝𝑐ℎ⟩, 
trends in line with experimental results, albeit predicting a higher wave frequency of 3.8 kHz. 

Through analysis of the results, including contour plots and quantitative data, key wave characteristics 

have been identified. The detonation wave and the associated oblique shock brought about volumetric 
expansions, and regions of elevated temperature and pressure which temporarily suppressed fuel in-

jection. The expansion occurred in both the azimuthal and radial directions, contributing to a forward 
curving main wave front and higher outer wall temperatures for the upstream axial half of the com-

bustor. 

Conditional statistics revealed that the extent of mixing has a significant influence on the combustion 
processes. Inconsistent and inhomogeneous reactant mixes led to varying detonation wave strength 

and structure, giving rise to the fluctuating effects the passing wave brings upon the RDC flow fields. 
Deflagrative combustion is also found to play an important role in the simulated case, occurring in large 

portions of the chamber and also having appreciable contributions in terms of 𝑄̇. When occurring 

downstream of the detonation wave, deflagration contributes to low-level exothermicity; the process 
has a parasitic impact when it takes place prior to the main wave sweep, reducing the resultant strength 

of the detonative combustion. 
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