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Abstract

We simulate the generic upper stage RFZ-ST2 model with both computational fluid dynamics (CFD) and
Fokker-Planck (FP) methods. We use the well established DLR TAU code for the CFD simulations and
an in-house FP extension to the Direct Simulation Monte-Carlo (DSMC) code SPARTA. The simulations
are done close to the continuum limit. The goal is to validate the models used in the FP implementation
versus the well established CFD code and to investigate the limitation of the CFD towards higher Knud-
sen numbers. To this end, we compare the resulting flow fields and surface distributions of pressure
coefficients and heat fluxes between both models. The results agree very well between the models in
and around the bow shock. Regions further down stream on the model, especially in areas of strong
narrowing in the cross section of the rocket show deviations in the flow field and in the calculated sur-
face heat flux and pressure coefficient. In this regions we expect the computationally more expensive
FP model to provide results of higher accuracy. We show that areas of disagreement can be identified
using a local Kn number criterion which can be evaluated in post processing from CFD data and used to
estimate the quality and validity of the solution. We also use this work to introduce the RFZ-ST2 model,
an open source model of a generic upper stage to the high speed aerothermodynamics community.
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1. Introduction

Simulations of the flow around a vehicle play an important role in the development of many space
applications. The prediction of aerodynamic and aerothermal loads is a relevant feature in the design
process. Computational fluid dynamics (CFD) is well established and well suited for applications in denser
atmospheres, such as airplanes, first stages or reusable vertical takeoff, vertical landing (VTVL) stages
[1]. However, the underlying continuum assumption loses its validity in flow conditions with very low
gas density and high level of non-equilibrium. Such flows are characterized by high Knudsen numbers.
Several space applications, such as upper stages, space debris or capsules experience flight conditions
in these regimes. As we at DLR want to be able to simulate the entirety of space transport missions,
we are currently expanding our simulation capabilities on this topic.

In the regimes with higher Knudsen numbers, the flow phenomena are governed by the Boltzmann
equation. A common approach to numerically solve it is the Direct Simulation Monte-Carlo (DSMC)
method pioneered by Bird [2]. The method is very efficient for high Knudsen numbers but becomes
increasingly computationally expensive when approaching the continuum limit. In this regime the Boltz-
mann equation can be numerically solved using the kinetic Fokker-Planck (FP) method [3]. Similar to
DSMC, the FP method relies on simulated particles to transport mass, momentum and energy through
the flow domain, but does not resolve individual collisions, which makes it more efficient as the collision
frequency increases with lower Kn numbers. At DLR a FP method has been implemented as an extension
to the DSMC code SPARTA [4] developed at Sandia National Lab. The method has been extended to
model internal degrees of freedom using the Master Equation Ansatz for diatomic [5] and polyatomic
molecules [6] as well as mixtures [7]. A gas phase chemistry model is under development [8]. In order
to validate the new FP implementations, to better understand the limits of CFD and FP and to investigate
the differences, our team is currently looking into several test cases.
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The second stage of the RFZ model was selected for the benchmarking studies. The RFZ model is an
initiative of the spacecraft department (Institute of Aerodynamics and Flow Technology) at the Ger-
man Aerospace Center in Géttingen, and aims to provide an open source, common research model for
reusable launch vehicles [9]. For comparative numerical studies we provide a consistent geometry for
a realistic two-stage rocket with a reusable first stage. The model also includes all necessary boundary
conditions and engine parameters. The specifics of the upper stage are presented in ref [10] and can
be downloaded via the link provided in ref [11].

In this work we shortly introduce the underlying simulation methods and explain the relevant differ-
ences. We provide information on the numerical setups and choice of boundary conditions. We then
compare the resulting flow fields and pressure as well as heat flux distributions and discuss relevant
differences.

2. Fundamentals

2.1. CFD

The CFD simulations are done using the well established DLR TAU code [12] with the spacecraft exten-
sions [13]. The TAU code is a second order finite volume solver for sets of conservation equations, in
our case the compressible laminar Navier-Stokes equations, on hybrid structured-unstructured meshes.
The meshes are vertex centered with an edge based dual grid. We simulate with second order spa-
tial accuracy by using the AUSMDV upwinding scheme with a carbuncle fix [14] combined with least
squares gradient reconstruction and second order temporal accuracy with a 3-stage explicit Runge-
Kutta scheme.

The thermodynamic and transport properties are modeled according to Bottin et al. [15]. The vibrational
non-equilibrium and relaxation times are calculated with the model of Millikan and White[16]. The
Sutherland Law is used for calculation of viscosity [17]. It is defined as

. Ty +C Z 3/2
Mf'uOT—&—C Ty

(1)

with ug and T, being the reference viscosity and reference temperature respectively and C being the
model parameter.

2.2. Kinetic Fokker-Planck
Kinetic models solve the Boltzmann equation which describes the evolution of a scalar distribution func-
tion f in flows in a wide range range of regimes:

D
D%: = SBoltz » (2)

where ¢ is time and Sgq, is the Boltzmann collision integral. A common approach to numerically solve
Eqg. (2) is the DSMC method proposed by Bird [2] which is a stochastic model that solves the spatial and
temporal evolution of simulation particles, each of which represents a large number of real molecules.
A major assumption behind the model is that due to correct spatial and temporal resolution of the
simulation, the evolution of the particles can be split up into a collision step and a free flight step.
The interactions between particles are assumed to be binary collisions with instantaneous changes of
velocity. These assumptions require grouping of particles in cells with a size in the order of the mean free
path and time steps in the order of the collision frequency. The DSMC method has become very mature
over the last decades and was shown to be applicable for complex problems with thermal and chemical
non-equilibrium. However, applying the model in a flow regime close to continuum makes it prohibitively
expensive due the aforementioned resolution criteria (see [18, 19] and references therein).

One approach to make the integro-differential Eq. (2) more manageable is to approximate Sgy, by a
Fokker-Planck collision operator Sgp:

0 0?2 D?
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where V is the molecule velocity with indices given in the Einstein notation. Eq. (3) can be solved using
a particle method similar to the DSMC approach where the collision step is replaced by a velocity update
of the particles which does not rely on the building of collision pairs making the computational cost
of the FP method become independent of the Kn number. The drift coefficient A; and the diffusion
coefficient D of Eq. (3) are model parameters chosen in such a way that production terms calculated
using the Boltzmann collision operator are reproduced by the production terms using the FP collision
operator [20]

Paotz = Pre. 4
For the simulations presented in this paper we use the FP cubic model [3]. In this approach a cubic

polynomial ansatz is made for the drift coefficient. The coefficients of the polynomial are fitted by
calculating the set of production terms defined as

P(X) = / SXdC, (5)

X €{C;, CiC;, C,Cj.CiC;Cy} (6)

where C = V—-U is the thermal molecule velocity and U the macroscopic gas velocity. Here C;C; refers
to the deviatoric part of the tensor C;C;. Equality of production terms of the same order between two
kinetic models shows that these models display equal behaviour in the continuum limit [21]. Therefore,
choosing this set ensures that velocity moments up to the heat flux are correctly reproduced by FP
model.

For the relaxation of internal degrees of freedom we use the master equation extension for the FP model
[5]. Variable collision numbers defined according to Bird [2] are used for the calculation of the rotational
and vibrational relaxation times to match the Millikan-White model used in TAU. For the FP relaxation
time defined as + = 2u/p the Sutherland viscosity model is used.

2.3. Non-Equilibrium Considerations

According to Gallis et al. [22] the level of non-equilibrium in a system can be assessed using so called
system and local Kn numbers. The former is defined by the ratio between the mean free path and a
characteristic system length and estimates the ratio between inter particle and particle-wall collisions.
The later is the ratio between the mean free path and a hydrodynamic length scale and can be used as
a measure for local deviations from equilibrium assumptions.

Non-equilibrium effects enter the Navier-Stokes equations via the formulations for heat flux and shear
stress. Those quantities require a closure which is sensitive to large deviations from the Maxwell distribu-
tion function. The heat flux and shear stress can be expressed given the constitutive equations:

q=—kVT (7)

Tu{(vu+vuT)§(v.U)1} (8)

where U is the velocity vector, & is the thermal conductivity, i the dynamic viscosity, and I is the unit
matrix. The terms can be made dimensionless as

1

a=-—4q %9
PCm
N 1
T=—0T (10)
PCn
where p the is the density and ¢,,, = /2kpT/m the most probable speed.
The local heat flux and shear stress Kn number are thus defined as
—
Kng = |C||=E (11)
Kn, = |7 = @ (12)
PCm
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These Kn numbers can be seen as indicators of the applicability of Fourier’s and Newton’s laws in terms
of heat conductivity and shear stress.

As the investigated flows are likely to have regions of flow rarefaction with departure from equilibrium
we want to investigate whether these local Kn numbers can be used to reliably predict these areas from
CFD simulation results. In this way we could identify cases in which CFD methods lose their validity and
switch to a kinetic approach.

3. Numerical Setups and Geometry

We use three simulations of increasing complexity to investigate our research questions:
1. An unsteady 0D reactor with high temperature
2. A 2D cylinder in a steady state Ma = 10 flow
3. The RFZ upper stage as a 2D model at the trajectory point for h = 67.35 km

All three setups use a common set of settings and parameters, which are described in this section, while
the geometries and parameters specific to each setup are provided in separate chapters, below. All
simulations are done using diatomic nitrogen, with the species properties provided in table 1, and the
FP method specific parameter given in table 2.

Table 1. Species

Molecule | m/kg  doft dofy, Oy /K  6rot /K
Ny ‘4.65><10*26 2 2 3393.48  2.875

Table 2. FP Parameters

dref / M Trer | K W Zy T/K Ci /K CQ/Kl/S

rot

4.07x 10719 27315 0.74 181 915 9.1 220

The Millikan-White model is used to calculate the relaxation with the parameters given in table 3. The

Table 3. CFD Millikan-White Parameters

a b
221.493526 0.028 898

viscosity modelling is done using the Sutherland Law with the parameters given in table 4. The appli-
cation of this model to FP has been described in more detail in section 2.2.
Table 4. Sutherland Viscosity Parameters for both CFD and FP

po / Pas To/K C/K
17.81 x 107%  300.55 111

3.1. 0D Reactor Setup

Both the FP and the CFD models simulate a 0d reactor which is initialized with N, at a density of
p = 4.65 x 1072kgm~3. The rotational temperature is assumed to be equal to the vibrational at the
beginning of the simulation with its values being 7,3, = T3, = 2000K and the translational temperature
is set to 7° = 8000 K. The unsteady simulation is performed for a duration of t™ = 1.0 x 10~*s. For the
FP simulation we use a single cubic cell with a volume of 1 x 10~'2 m? with periodic boundary conditions
as the simulation domain. The time step is chosen to be At = 1.0 x 10~% s with the particle weight being
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Fig 1. Comparative visualisation of the 2D Cylinder Fig 2. Comparative visualisation of the RFZ-ST2
grid resolution. grid resolution of the nose section.

set to w = 1 x 10°. The particle weight is the number of real molecules being represented by as single
numerical particle used in our FP simulations. For the CFD we use a square box from 4 by 4 by 2 cells
as a reactor. A small initial velocity is set to +° = 0.001 ms~! and the simulation is performed with a
time step of At = 1.0 x 10~ 8s.

3.2. 2D Cylinder Setup

We simulate the steady state hypersonic N, flow around a cylinder with a diameter of D = 0.3m
aligned with the center of the simulation domain. The inflow conditions are p,, = 2.325 x 10~*kgm—3,
T, = 300K and Ma., = 10. For the cylinder an isothermal wall with T,, = 300K is assumed. The FP
simulations uses a time step of At = 1 x 107%s, a particle weight of w = 0.25 x 10'?, and diffusive
scattering at the cylinder wall with an accommodation factor of o = 1. The simulation is performed in
a box with a side length of LEP, = 1.2m. The simulation grid is adapted such that each cell contains
between 10 and 100 simulation particles. For the CFD simulation a square box with edge length of
LIy = 2.0m was used. The case is run as a steady state simulation. An initial coarse grid is generated
with CENTAUR. The grid is adapted with TAU Adaptation after achieving steady state for five consecutive
grid refinement cycles. The final TAU grid as well as the FP simulation grids can be be seen in Fig. 1.

3.3. 2D RFZ Upper Stage Setup

3.3.1. Definition of the Rocket Geometry and Simulation Grids

The RFZ-ST2 model is a generic model of an upper stage for a VTVL reusable launch vehicle which is
shown in Fig. 3. It is part of the RFZ model suite of open source rocket models created to provide a
common research geometry for simulating VTVL reusable launch vehicles. The upper stage has a length
of Lrrz_st» = 28 m and a diameter of Drrz_s12» = 3.66 m. The geometry sources are freely available at
[11].

Both simulations are exploiting the rotational symmetry of the configuration by reducing the computa-
tional domain to a 2D axisymmetric mesh. In the case of CFD, first, a coarse grid is generated using
CENTAUR with a farfield radius of refieq = 20 - Lrez—st2 and with 20 prism layers at the walls with a
dimensionless first layer thickness of 4™ < 1.0. Then the mesh refinement functionality of TAU, TAU
Adaptation, is used to obtain a well resolved grid for the relevant flow structures, such as the shocks
and the shear layers. The final CFD mesh used in this work consists of over 6 million grid points. The
resolution of the CFD is higher than necessary in most regions, but was chosen to more closely match
the grid resolution of the FP setup. At this resolution the solver had to be switched from steady state to
quasi steady state using dual time stepping in order to obtain a converged resolution, due to the high
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Fig 3. Visualisation of the RFZ-ST2 upper stage geometry.

differences in local CFL numbers. Therefore, no further refinement was done after this step.

For the FP simulation domain we used a rectangular plane with dimensions L, = 41mand L, = 12m
in z and y direction respectively. The initial simulation grid was generated containing 410 x 120 cells.
It was then locally adapted during a pre-run using SPARTA's build in grid adaptation method until each
cell contained between 10 and 100 numerical particles. The final simulation grid consists of over 21
million cells. The mesh representing the surface of the rocket was generated with FreeCAD using its
PointsFromMesh feature and contains 3192 elements. A visualisation of the structure of both meshes
for the nose section is shown in Fig. 2

3.3.2. Settings and Boundary Conditions

A trajectory point within the applicable region of the CFD method is selected from [11] to be at an
altitude of h = 67.35km. At this point the simulated second stage of the vehicle is assumed to be in
a short free flight phase with it's main engine not yet ignited. The trajectory point is used to define
the farfield boundary condition for both simulations with a velocity in z-direction v, = 2249.72ms™!,
a density p.. = 1.20 x 10-*kgm~2 and a temperature T, = 226.9K. The resulting Mach number is,
therefore, Ma = 7.327, which differs slightly from the reference, due to the choice of IV, instead of
air.

A Knudsen number of Kn = 1.3 x 10~* was calculated for this flight regime using the largest diameter of
the rocket as the reference length with the mean free path being calculated using the VHS model with
parameters taken from [2]. For the CFD the boundary condition for surfaces of the upper stage are
set as viscous walls with the laminar subtype and an isothermal wall temperature T,y = 300K. The FP
simulation uses a diffuse boundary condition for the surface with an accommodation coefficient of o = 1
and a constant wall temperature of T,, = 300K. For the FP simulation a time step of At =1 x 10~ 6s
was used with a particle weight of w = 5 x 10'®. The simulation was performed for 20 000 steps to reach
steady state. After reaching steady state the final results were averaged over 10000 steps.

4. Results

4.1. 0D Reactor

The 0D reactor case is used to evaluate and compare the temporal development of the non-equilibrium
temperatures. For the CFD simulation both the translational temperature T' and the vibrational tem-
perature T,;, are spatially averaged over all cells of the reactor for each time step. The comparison
between translational and vibrational relaxation is plotted in Fig. 4.

A very good agreement in both the temporal relaxation and in the reached equilibrium temperatures
between FP and the CFD is observed. This confirms that non-equilibrium modelling with parameters for
the Millikan-White relaxation model are well chosen even though the model formulation slightly differs
for the two methods.

4.2. 2D Cylinder
The 2D cylinder case is used to validate and compare the spatial behaviour of the numerical modelling.
The visualisations of the relevant steady state field values: translational temperature T, vibrational
temperature T,;,, velocity magnitude |¢| and density p are shown in Fig. 5. The direction of the flow is
from left to right.
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Fig 4. 0D simulation of translational-vibrational temperature relaxation.

The plots show, that the general flow structure is well captured both by CFD and by FP. Shock off set
and shock angle compare very well as do the distributions of temperature, velocity and density in front
of the cylinder. The temperature boundary is a bit wider and more smeared out in the FP. This is due
to the lower mesh resolution at the wall - a result of the structured mesh limitation. The distribution of
vibrational temperature upstream of the cylinder is slightly shifted, with the FP displaying a wider region
of high T,;, and the upstream distribution being shifted stream-wards by this offset.

The distribution of the temperature T and the vibrational temperature T,;, along a center line upstream
of the cylinder is provided in Fig. 6. Observing the temperature profiles it is clear that both models
are in good agreement in capturing the position of the shock seen as a steep increase in the trans-
lational temperature T. The differences between the profiles is seen in the relaxation region of the
vibrational temperature where T,;, relaxes faster in the FP compared to the CFD case. This behavior
is also expressed in the 2D plot in Fig. 5b where the higher relaxation rate presents itself in a higher
thickness of the high vibrational temperature region in the FP compared to the CFD. The computational
grid is ruled out as a cause for this thicker region, since the same behaviour can not be observed in
the other plots. To better understand the differences in the simulation results between FP and TAU an
analytical comparison between the vibrational relaxation model is performed in Appendix A. Plotting the
fraction between vibrational relaxation time as calculated in FP 77 over the vibrational relaxation time
as calculated in CFD using the Millikan-White model 7MWV using Eqn. (19) we can see that the relaxation
time is smaller for FP especially for smaller temperatures using the data provided in the literature (see
Fig. 7). This behaviour is less prominent in the 0D as seen in Fig. 4 case most likely due to the higher
temperatures used in the test case as the the relaxation times converged towards one another for large
temperatures. We expect to be able to provide even better results in the future by using coefficients
better fitted to accommodate both methods.

The main differences in the flow field can be observed in the wake of the cylinder. This is the region
were we expect the flow state to deviate from the continuum assumptions. Even though the validity
region of both the FP and the CFD model lies close to equilibrium, the FP model is expected to predict the
heat fluxes more accurately as the model coefficients are chosen in such a way as to correctly reproduce
the production term for this order of velocity moments as described in section 2.2. Therefore the FP is
expected to provide more accurate results in regions of non-equilibrium.

For further analysis we use the local Kn numbers defined in Eqn. (11) and Eqgn. (12). For the calculation
of the cell local heat flux g, as given in Egn. (9), the thermal conductivity is set to a constant value of
k= 0.025Wm~1 K~!. Sutherland’s viscosity law is assumed in the shear stress calculation. The results
can be seen in Fig. 8a and 8b respectively. If we calculate the maximum value of both parameters
Knmax = maz (Kn,, Kn;) for each cell, as seen in Fig. 8c we get a good prediction of areas with non-
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Fig 5. Visualisations for the 2D cylinder flow case.
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Fig 8. Non-equilibrium parameters.

equilibrium effects. The predicted regions in the wake of the cylinder match well with the areas in
which large discrepancies between the FP and the TAU simulations can be observed. Using this criteria
we can identify areas in which we predict FP to produce more accurate results than CFD. Additionally,
while the quantitative results differ slightly, the qualitative identification of relevant regions is clearly
possible. Therefore, a prediction of regions with lower CFD fidelity seems possible already from CFD
results alone.

4.3. RFZ Upper Stage

The results of the comparison simulations between FP and TAU are visualized in Fig. 9. The comparison
shows a general good agreement of the flow field. The Mach number in particular as seen in Fig. 9a
enhanced by a Mach contour plot agrees very well between the two models. Especially in high density
areas such as behind the shock at the nose cone we can see that the contour lines of the Mach number
meet at the mirror plane between the two plots as seen in Fig. 10. Some differences in the contour
lines are visible close to the vehicle surface. These are due to the difference in grid resolutions, with
the the CFD having a much finer dedicated boundary layer mesh. Additionally, one can observe that
the shock stand off distance is somewhat higher in the FP simulation due to the difficulty of achieving
the very high resolution needed. FP uses simulation particles with each particle representing a large
number of real molecules. As the cells become smaller and smaller more and more particles are needed
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Fig 9. Comparative visualisation of the RFZ-ST2 upper equilibrium simulation.
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Fig 10. Comparative visualisation of the RFZ-ST2 upper equilibrium simulation for Mach number distri-
bution - close up.

throughout the simulation domain to fill up all cells with a sufficient number of particles. This leads
to difficulties resolving small flow structures for large scale simulations as in the given case. This also
results in a slightly larger shock width resulting in a higher temperature behind the shock in the FP,
leading to differences between the two simulations.

Larger differences can be observed in areas of decreasing rocket cross section, where flow separation
is likely to occur. On our upper stage these areas are mainly around the base plate and at the transition
from the fairing diameter to the rocket diameter. Here we expect a region of strong rarefaction and
therefore a large departure from continuum assumptions made for CFD similar to the case of the 2D
cylinder flow. Indeed, in the plots for temperature in Fig. 9c and density in Fig. 9b the visible differences
are most pronounced in the base plate region and behind the (inactive) nozzle exit, whose geometry in
this simulation is defined as a flat wall.

The assumption for the differences can be confirmed by analysing the applied non-equilibrium criteria as
discussed in the previous section. Visualised in Fig. 11 is the maximum of the two local non-equilibrium
Kn numbers Knmax. The number is normalized to one for better visualization. Areas of strong deviation
between CFD and FP are captured by Knmnax. In addition to the areas behind the base plate and the area
behind the fairing is identified, despite no major differences being visible in the Mach number, density
and temperature plots.

To further investigate the differences between the simulations we look at the specific surface heat flux ¢
and pressure coefficient C,, which are shown plotted on a logarithmic scale over the length of the rocket
in Fig. 12.

The general trends for both surface data are in good agreement. However, in particular for C, seen
in Fig. 12b larger differences between the FP and TAU simulations are visible in the areas around the
nozzle throat, behind the nozzle exit and behind the kink of the payload fairing. The comparison of
the heat loads in Fig. 12a is good, especially in frontal region until the end of the fairing. A difference
is the predicted maximum heat flux in the stagnation point of the nose, which might be related to the
resolution based temperature differences behind the shock, which are described in the first part of this
section. For the other differences, however, a similar behaviour to the C, plot is visible in the heat flux
distribution with the locations of highest differences mapping to the predicted locations in Fig. 11. Itis
noticeable, that the regions identified by the Knnyax criterion, but which were not obviously identifiable
from the flow field are now clearly relevant in the surface data analysis.

All areas captured by Knpax identified relevant differences in our comparison, showing that the criterion
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Fig 11. Comparative visualisation of the RFZ-ST2 upper equilibrium simulation for max(Kng, Kn).

can be used as a basis to asses the accuracy of CFD simulations. In situations where a high accuracy
in identified regions is necessary we expect FP to produce higher quality results.

5. Conclusion and Outlook

We compared simulations of supersonic flow near the continuum limit with classical CFD, using the DLR
TAU code, and the Fokker Planck particle method, using an in-house FP implementation in SPARTA. We
validated our modelling assumptions using a 0D reactor case and a simple 2D cylinder geometry. We
investigated the applicability of our methods to our main bench-marking case, a generic upper stage.
The initial results show, that this case is a good choice for our research. It is a good representation of
the real applications we want to investigate in the future it provides regions showing strong rarefaction
effects caused by steep variations in cross section of the geometry. We also hope that the open source
nature of the RFZ project inspires other researchers to use it for comparative studies and share data
which would benefit the community.

The general flow features compare well between the FP and the CFD in all cases. The position and
shape of shocks as well as the distributions of temperature and density are in good agreement. Some
discrepancies exist, pointing out the different strength and weaknesses of the methods. In the CFD the
flow prediction is less accurate in regions, where the density is low and flow separation is possible. We
show that non-equilibrium parameters can be used to identify areas where the CFD model starts to lose
its validity and can help to decide, if and when a switch to a kinetic model, like FP, might be necessary to
achieve better results. The non-equilibrium parameters, in our cases, are identifying the same regions
for FP and CFD. Therefore, using CFD data, even in rarefied regions, to predict the applicability of the
methods seems to be possible.

The work in this paper is a step towards providing aerothermal simulation capabilities for a wide range of
space applications and missions. We strive to improve our modelling and to establish best practices for
working with both methods. As a next step, we already started on enhancing the upper stage simulation
to model poly-atomic mixtures of several species in order to correctly represent the air atmosphere. After
that we will investigate chemistry modelling for post combustion and possible dissociation effects.
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Fig 12. Comparative visualisation of the RFZ-ST2 upper equilibrium simulation of surface values plotted
over length of the rocket.
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A. Comparison Between FP and Millikan-White Vibrational Relaxation Times

To better understand the differences in the simulation results between FP and TAU we provide an
analytical comparison between the vibrational relaxation models. The TAU code uses the model of
Millikan and White in the form

prW — exp (a(T‘1/3—b)—6.894) = exp (—ab — 6.894) exp (aT‘1/3) (13)

b

with @ and b being model parameters. Our FP uses the Landau-Teller model [23] for the relaxation of
the internal energy modes

el
Oeint €% —ejnt

ot TP

(14)

Here e is the energy of the internal energy mode, ¢ the equilibrium energy, and 7 the relaxation
time in the form

7' . =
vib
Veoll

with v being the collision frequency and Z,;, the so called collision humber representing the aver-
age number of particle collisions required for the internal energy mode to reach equilibrium with the
translational energy. For the collision number we use a formulation proposed by Bird [2]

C C
Zuib = 75 €XP (T1§3> (16)

together with the VHS model [2] for the calculation of the collision frequency

kTt (T \'7¥
= dd2my | BB [ . 17
Veoll refT? m Tret ( )
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If we assume ideal gas with p = kpnT we can cast the vibrational relaxation time for the FP model in
form comparable with Millikan-White model used in TAU

pr® = k2 — L [k (car72) . (18)
Vel 42 T 2V 7

ref = ref

C1

Using Egn. (13) and Egn. (18) we can write for the fraction of the vibrational relaxation times of the the
two used models: e B

T C iy

W = ?1 exp ((CQ —a)T 1/3) . (19)
Given the data used for N, in Tab. 1, 2, and 3 we can calculate the reference model parameters b and
(i to

b=1.68336 x 107° (20)
Cy=Cy x 177504 x 1077 = 1.61529 x 107°. (21)
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