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Abstract

A numerical study of compressible turbulent transition behind a multiport injector array (MPIA) is con-

ducted. The flow domain corresponds to an axisymmetric inlet recently tested at The University of

Queensland that used an MPIA to trip the boundary layer, by injecting a small amount of nitrogen close

to the wall. A single row of four 0.2mm porthole injectors is simulated using Wall-Modelled Large Eddy

Simulation (LES), at an experimental condition corresponding to Mach 7.6 flight at a dynamic pressure

of 50kPa. The LES simulations reveal that the MPIA injection results in immediate large scale instabili-

ties reminiscent of near-wall turbulence. The main feature of interest is a family of dominant frequencies

superimposed on the turbulent wavestructure, with a base wavelength of ≈ 5mm. The source of this

regularity appears to be periodic oscillation of the final fuel jet, which in turn is dynamically coupled to the

upstream jets in an complex and interesting manner which has not been described before. The turbulent

flow behind the MPIA results in an increase in wall heat transfer that counteracts any film cooling that

may be present from the injectors. The LES prediction of the heat transfer rates compare favourably to

experimental measurements, and RANS simulations using the Spalart-Allmaras and Menter SST mod-

els are found to underpredict wall heat transfer throughout the domain.
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Nomenclature

ω̇s Chemical reaction rate of species s (kg/m3/s)

ν̂ Spalart-Allmaras working variable

νt Kinematic Turbulent Viscosity (m2/s)

ρs Partial density of species s (kg/m3)

E Energy Density (J/m3)

p Pressure (Pa)

qj Thermal Conduction Vector (J/m2/s)

tji Viscous Stress Tensor (kg/m2/s2)

uj jth component of the velocity vector (m/s)

vsj Diffusion flux tensor of species s in the j direction (kg/m2/s)

1. Introduction
Air-breathing hypersonic flight has proven to be a formidable engineering challenge. Among the many

problems associated with flying many times faster than the speed is sound is thermal protection — How

to prevent the vehicle from melting under the intense heat load delivered by the extreme kinetic energy

of the incoming flow. Active cooling of some description will likely be needed to address this problem,

but its severity can also be mitigated using film cooling, where a thin layer of cold fuel is injected along

an external surface to insulate it from the hot freestream.

The most optimal system for actually delivering this fuel is still a matter of debate. Abackward facing step

with a slot injector is one solution [1] and another is porous walls made from ceramic or carbon-composite

material [2], where the high pressure fuel is forced through the entire structure in a continuous fashion,

simultaneously cooling the wall and oozing into the boundary layer. A discrete equivalent to this idea is

the Multiport Injector Array (MPIA): A battery of small porthole injectors, each less than a millimetre in

diameter, that inject a small amount of fuel into the boundary layer in a more controlled manner than a

porous wall.
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MPIAs are versatile and complicated systems that have a diverse set of applications. These include mix-

ing enhancement, film cooling, drag reduction, and tripping a laminar boundary layer into turbulent state.

This diversity is a result of the complex physical interactions occurring in an MPIA flowfield: Transition,

turbulent mixing, shock boundary layer interactions, and possibly even combustion if the free stream

pressure is high.

The simplest and most common approach to modelling this complexity is to use Reynolds Averaged

Navier-Stokes (RANS) based numerical simulations. Examples include [3] (focused on enhancing mix-

ing efficiency), as well as [4] and [5] (focused on film cooling, the former using a flat plate and the latter a

blunt cone). In both these cases the MPIAs produced significant film cooling and drag reduction, though

the relationship is more complicated when combustion is present, as demonstrated in [6]. Near-wall

combustion tends to reduce drag further by lowering the density in the boundary layer, an effect pre-

dicted by [7] using an extension of Van Driest boundary layer theory. Less obviously, mild combustion

can also decrease the heat transfer, as long as the boundary layer rarefaction effect is stronger than the

increase in total temperature from the chemical heat release. Both Stalker and Pudsey document this

phenomenon, though the cross over point where more combustion leads to greater heat transfer rather

than less is in dispute.

At present much of this work is hypothetical, and experimental studies of MPIAs are few and far between.

The best recent experiment to directly study an MPIA is [8], who compared a hydrogen fuel MPIA to two

different porous injectors at on a turbulent flat plate at Mach 8 at a dynamic pressure 50 kPa. The study

found direct evidence of film cooling from both types of injectors by measuring the wall heat transfer

with sensors behind the injectors, with more injectant resulting in more film cooling. The experiments

also addressed the use of MPIAs as transition enhancers by removing the physical turbulent trips from

the plate and injecting fuel into a laminar boundary layer. Heat transfer levels in this configuration were

low directly behind the injection point, but quickly climbed up to the turbulent level over the ≈ 100 mm

downstream. The most obvious interpretation of this result is that the injection caused transition, but the

mechanics of this process are mostly unknown. Since fluidic trips have advantages over physical trips

for some applications, it will be important to understand their physical behaviour before deploying them

in flight.

To advance this goal, this paper applies high fidelity Large Eddy Simulation of the MPIAs tested in a

new set of experiments, using an axisymmetric model scramjet inlet tested in the T4 shock tunnel at

The University of Queensland in 2019. In the experiment the MPIA was used primarily as a turbulent

trip, with Nitrogen used as an injectant with similar molecular mass to a light hydrocarbon fuel. Of

interest are the mechanics of turbulent transition occurring behind the MPIA, as well as the accuracy of

standard numerical turbulence models in predicting wall heat transfer in such a complicated flow field.

Vortex visualisation and advanced spectral postprocessing will be used to explore the flow features and

discuss the mechanics of transition. The LES results also provide a cutting edge prediction of the wall

heat transfer rate behind the injectors, which will be compared to some preliminary experimental data,

alongside more traditional Reynolds-Averaged Navier-Stokes (RANS) based simulations.
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2. Flow Description
The numerical results in this paper are generated using two simulation domains, an axisymmetric simu-

lation of an inverted cone without injectors representing the model inlet, and a much finer simulation of

a single row of injectors in full 3D, corresponding to a 5◦ sector of the larger domain (see figure 1). The

flow from the upstream (larger) grid is fed into the downstream (smaller) one using the flux-preserving

boundary condition described in [9], which takes advantage of the directionality of supersonic informa-

tion propagation to map flow from one grid to another. This allows the Large Eddy Simulation grid to be

of very high resolution without having to resolve the entire flow domain up to the leading edge.

Axisymmetric Upstream Grid

3D LES Grid

Leading Edge Shock

Boundary Conditions

Freestream ρ 0.01681 kg/m3

T 237.1 K

u 2363 m/s

YN2
0.75

YO2
0.23

YNO 0.02

Injectors ρ 0.9396 kg/m3

T 250.0 K

|u| 322.3 m/s

YN2
1.0 m/s

Wall T 300.0 K

Fig 1. Gridding strategy and boundary conditions schematic

3. Numerical Method
Fluid flow in these domains is simulated using Unstructured 3D (US3D), a hybrid structured/unstruc-

tured compressible flow solver for aerospace applications developed at The University of Minnesota

([10]). US3D solves the set of compressible gas transport equations for the mass of each chemical

species, momentum in each space direction, and overall energy, supplemented with the Improved De-

layed Detached Eddy Simulation (IDDES) turbulence model [11]. The transport equation for this model

(equation 4) is identical to the compressible Spalart Allmaras RANS model presented in [12], though the

DES formulation adds a much more complex function to the lengthscale parameter d, allowing IDDES

to operate as a hybrid that computes RANS style turbulence modelling near walls and low dissipation

LES elsewhere:

∂ρs
∂t

+
∂

∂xj
(ρsuj) +

∂

∂xj
(vsj) = ω̇s (1)
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The equations are solved by first abstracting them into a vector equation:

∂U

∂t
+

∂Fj

∂xj
− ∂Vj

∂xj
= W (5)

Where U represents the conserved variables of mass, momentum, energy, and turbulent viscosity; F

the inviscid fluxes of each in the j direction; V the viscous fluxes in the j direction; andW the remaining

terms in equations 1 - 4 that do not involve gradients. Discretising these equations into a mesh of small

boxes gives a vector equation for the change in conserved quantities in each box in terms of the flow

through each face f :

∂U

∂t
= − 1

V
∑
f

[(Ffj − Vfj)nfjSf ] +W (6)

Where nfj is the normal vector of face f , Sf is the surface area of face f , and V the volume of the grid

cell. In this work Ffj is calculated using a low dissipation hybrid scheme described in [13], extended

to 6th order spatial accuracy using gradient reconstruction from nearby cells. The low dissipation flux

calculator is needed to support high quality numerical turbulence in an LES, though it is augmented with

a switch that adds a dissipative term near shockwaves so that it operate in supersonic flow. Here the

switching function of [14] is employed, along with the non-symmetric terms from the modified Steger-

Warming method described in [15] to implement the dissipation. Vfj is computed using a weighted

least-squares approach that estimates the gradients of the primitive variables using a cloud of seven

cells for a hexahedral structured grid.

Time marching is performed using the implicit Full-Matrix Point Relaxation (FMPR) method of [16]. This

algorithm computes the change in the conserved quantities over a single timestep δU0
i for each cell i

between, using a sequence of subiterations indexed by k:

δUk
i =

I + ∆t

Vi

∑
f

[
A+ +B+

]
f
Sj −∆tC

−1

×

∆Ui −
∆t

Vi

∑
f

[
(A− −B−)δUk−1

o

]
f
Sj

 (7)

Where A, B, and C are the inviscid, viscous, and source term Jacobians in matrix form. In this expres-

sion, the + superscript indicates a quantity computed on the inside of the cell’s face f and the superscript
− computed on the outside of the face. Additionally δUo is the change in conserved quantity of the cell

on the other side of face f and ∆Ui the change in conserved quantities predicted by the explicit fluxes.

Four iterations of this formula are used to compute each time, with δU0
i computed by assuming it is equal

to ∆Ui. The time marching is made second order accurate by averaging the RHS term with that of the

previous timestep, effectively forming a second order Backward Euler scheme:

∆Ui =
1

2

(
∆Un

i +∆Un−1
i

)
(8)

The transport properties in these expressions are generated by empirical curve-fits computed by NASA

CEA [17] for the viscosity of individual species at a given temperature, combined using the mixing rule

of [18] to get the mixture viscosity:

µ =
∑
s

µsXs

φs
φs =

∑
m

Xm

(
1 +

√
µs/µm

√
Mm/Ms

)2

√
8(1 +Ms/Mm)

(9)

The heat conduction vector is modelled using Fourier’s law, with the laminar thermal conductivity assem-

bled again using the Wilke mixing rule, and the turbulent component derived from a constant turbulent
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Prandtl number (Prt) of 0.91:

qj = −κ
∂T

∂xj
κ =

∑
s

µsXs

φs
(cvs + 2.25Rs) +

µt

Prt
(10)

4. Flowfield Description
A section of the flowfield generated by slicing through the injector symmetry plane is shown in figures 2 -

4. In each image the axes grid has been rotated to align with the wall-normal and wall-parallel directions,

hence the designation X ′ and Y ′.

Figure 2 shows the Nitrogenmass fraction YN2, in this case the injectant that is used as an inert substitute

for fuel. The most notable feature of all the flow visualisations is the visible unsteadiness of the fuel

plumes, which seem to be transitioning immediately into a state of disordered turbulent-like motion.

Away from the immediate vicinity of the injectors the mass fraction drops rapidly, as the nitrogen mixes

with the air sweeping in from either side of the plumes. Also quite striking are the series of ring-like

structures visible from X ′ = 0.11 to X ′ = 0.15, which suggest that the flow is not immediately entering

a fully developed turbulent state but may be passing through a transitional phase with some large scale

regularity, similar to the flow results observed by [19] in their study of supersonic cylindrical trips.

Y’ (m)

0.09 0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18
X’ (m)

-0.075

-0.065

-0.055

-0.045

-0.035 0.80 0.85 0.90 0.950.75 1.00

YN2

Fig 2. Nitrogen mass fraction YN2, symmetry plane colour map, t = 7.0

Figure 3 displays the temperature, showing additional flow features such as the leading edge shock

and the incoming laminar boundary layer. Of interest is the size of the fuel plumes, which seem to be

approximately matching the boundary layer in height. The boundary layer size to obstruction height ratio

is an important parameter in studies of tripped transition, and has additional complexity in supersonic

flow where the obstruction may be partially submerged in the subsonic region. The temperature map

also seems to imply that the injection thickens the boundary layer somewhat, an observation that is

borne out by more sophisticated analysis.
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0.09 0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18
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-0.055

-0.045

-0.035

Y’ (m)

350 700 10500 1400

T (K)

Fig 3. Temperature p (K), symmetry plane colour map, t = 7.0

Figure 4 displays the pressure field in a similar manner to the other figures. Though difficult to see in

the image, animations of the flowfield show a curious phenomenon where the bow shock of the final

injector in the array seems to be oscillating with a fairly well defined frequency, shedding waves into the

downstream region that are visible in the plot as a series of striations or lines of high pressure. This

phenomenon has important implications for the development of the turbulence further downstream, as

boundary layer transition is known to be sensitive to certain frequencies. Optimally designed MPIA trips

could target these frequencies to accelerate the process of transition, though it is presently unknown

which parameters affect this phenomenon and how it might be controlled.

0.09 0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18

X’ (m)

-0.075

-0.065

-0.055

-0.045

-0.035

Y’ (m)

2000 4000 60000 8000

p (Pa)

Fig 4. Pressure p (Pa), symmetry plane colour map, t = 7.0
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5. Simulation Quality

5.1. LES Spatial Discretisation

The primary difficulty in performing an LES calculation is determining whether sufficient cell density is

present to resolve the large eddies present in the turbulent region of the flow. Filtering the flow with

too-large cells can cause erroneous results, since not enough momentum transport is being resolved by

the turbulent fluctuations. In this work we assess the resolution of the LES by partitioning the turbulent

kinetic energy into a resolved and modelled component, the former actually present in the simulation in

the form of velocity fluctuations, and the latter computed from the subgrid IDDES model. A high quality

LES calculation should have the majority of the energy in the resolved flow, and so their ratio can be

used as a simulation quality metric, computed as follows.

The resolved flow energy is computed using the velocity fluctuations:

u′
i = ui − ui (11)

Where the bar x represents a time average, taken by averaging the velocity field over a sufficient number

of timesteps. From this the resolved turbulent kinetic energy kr can be calculated as:

kr =
1

2
u′
iu

′
i (12)

The kinetic energy present in the modelled eddies km can be estimated using a result from [20], involving

the kinematic turbulent viscosity νt, a constant derived from dimensional analysis ckv = 0.07, and the filter
width ∆ (estimated using the local cell size):

km =
ν2t

(ckv∆)2
(13)

These components can be combined into ametric that expresses the fraction of resolved turbulent kinetic

energy R. Values of above ≈ 80% indicate that the LES model is being used in manner in which the

models were intended, and implies that the calculation is well-resolved. Figure 5 plots this metric through

the injector symmetry plane, using the time averaged kr and km computed over 13 and 22 flowtimes

respectively.

R =
kr

kr + km
(14)

The results indicate that the downstream and near jet region have high resolution, with 90% or more of

the turbulent kinetic energy present in the resolved flow. These are the critical areas where the flow is

transitioning from unsteady structured flow to turbulent-like irregular motion, and also where the injectant

plumes begin to interact with the laminar fluid from the surrounding boundary layer. The only identified

problem areas are surrounding the first and second jet plumes, where the initially laminar inflow reaches

the MPIA and begins to transition. In these areas both kr and km are low since the flow is non-turbulent,

and the lowR values are more indicative of a malfunction in the resolution metric than a problem with the

grid. In light of these factors, the results of this section indicate that the LES grid is well-resolved.
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Fig 5. Resolved turbulent kinetic energy fraction R, symmetry plane colour map

5.2. LES Statistical Convergence

The time averages in equations 11 - 14 must be computed over a finite period of time that is long com-

pared to the lowest frequency of the turbulent fluctuations. Figure 6 shows a time history of the simulation

pressure at three points in the flow domain, each located just above the wall atX ′ = 0.106, 0.152, 0.179.
Time is nondimensionalised using a flow time computed from the length of the domain (≈ 0.1m) and the

post shock velocity (≈ 2270m/s): tf = 43.6µs.

The simulation is divided into phases, marked by vertical dotted lines on the plots. Phase One displays

the startup transients that appear in the flow as the turbulence develops from an initially steady state.

Phases Two and Three correspond to the statistically stationary period where averages in time can

meaningfully be computed. Most of the time averages (ui for example) are computed over the entire

phase 2 and phase 3 period, a total of approximately 14.5 flow times. Fluctuation quantities (such as

u′
i) which require a mean already converged are computed during phase three, assuming that their

respective means are relatively well converged at the end of phase two.

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
(t-t0)/tf
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p
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Fig 6. Pressure fluctuation history during LES phases of the simulation

HiSST-2022-0142

N. Gibbons and T. Vanyai and V. Wheatley

Page | 8

Copyright © 2022 by the author(s)



HiSST: International Conference on High-Speed Vehicle Science & Technology

Thus each phase should be approximately the size of the averaging window needed for converged

statistics. The size of this window can be judged using the black line overlayed on each image, a reverse

cumulative average p̂ computed by starting at each time in the data set and averaging forward in time

until the end. For a finite set of times between t0 and t1 the operation can be formalised as:

p̂(t) =

∫ τ=t1

τ=t

p(τ)dτ (15)

At the extreme right side the reverse average varies wildly due to the small number of points in the

averaging window, but moving further to the left the line flattens out as the window becomes larger and

more points are included. The amount of simulation time that it takes for the line to flatten out is then

an indicator of the appropriate averaging window size. The actual data show that the fluctuations get

more random and take longer to stabilise as the measuring point moves further downstream. This is

to be expected given the turbulence is developing in space along the wall. However even in the most

downstream case the averaging windows seem to be sufficient to have converged.

6. Transition Mechanics

6.1. Vortex Visualisation

A straightforward but informative analysis of the flow domain comes from plotting the vortex cores ema-

nating from the injectors. Figure 7 shows such a figure, including pressure colour maps of the wall and

periodic boundary conditions for illustrative purposes.

0.09

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

0.18

2500 5000 75000 10000

p (Pa)

x’

Fig 7. Vortex visualisation using TDM and the L2 method with pressure colour maps.

The vortices have been computed using the L2 decomposition, in which the velocity gradient is first

decomposed into a symmetric strain tensor Sij and an antisymmetric vorticity tensor Wij . The two

tensors are matrix-squared and then added to get a new matrix L. Areas of the flow where this matrix

has two negative eigenvalues indicate local pressure minima, and thus can be used as indicators of

where the vortex cores are.

Sij =
1

2

[
∂u′

i

∂xj
+

∂u′
j

∂xi

]
(16)
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Wij =
1

2

[
∂u′

i

∂xj
−

∂u′
j

∂xi

]
(17)

Lik = SijSjk +WijWjk : eigvals(L) = λ1, λ2, λ3 (18)

To assist with visualisation, the dash velocity gradients ∂u′
i/xj in the above equations are not the ordi-

nary velocity gradients, but have been processed using the Triple-Decomposition Method of [21]. This

process subtracts out pure shearing from the velocity gradients, leaving only irrotational strain (S) and
rigid body rotation (W ). This is especially helpful in hypersonic flow for removing shockwaves and other

non-vortex sources of shearing that would otherwise clutter the visualisation. (See [22] for more infor-

mation.)

Figure 7 represents 3D contour surfaces where the second eigenvalue λ2 is equal to −1 × 109. The

visualisation clearly shows the size of the injectant plume as well as the increasing disorder as vortices

develop downstream, a similar result to other Large Eddy Simulations of jets in supersonic cross-flow. In

this case the similarity is significant only because of the size of the injectors. TheMPIA injects directly into

the boundary layer and a reasonable observer might doubt whether the plume could achieve sufficient

penetration to develop into a turbulent state. The simulation clearly shows that it does.

6.2. Spectral Analysis

In this subsection we will use a Fourier transform to plot the spectral energy of the signals shown in figure

6, using the X-component of velocity records from phases 1 and 2. Although these signals represent

time histories at a fixed point in space, they can be transformed into an effective spatial signal using the

method of [23]. This procedure multiplies each instant of time in the signal record by the instantaneous

magnitude of the velocity vector at that time, effectively creating a spatial record of the turbulence with

uneven distributions between samples due to the fluctuations in velocity.

u(ti) 7→ u(si) : si =

i∑
j=0

∆tj |uj | (19)

For a set of N signals u(sn) the Discrete Fourier Transform is defined as:

U(ki) =
N−1∑
n=0

u(sn)e
−i2πin/N (20)

This operation produces a set of complex numbers representing the amplitude and phase of the waves

making up the signals, which are useful for analysing the size and distribution of vortical structures

present in the turbulence. Since evaluating this transform is expensive for large signals, a standard

Fast Fourier Transform algorithm is used instead, though this adds the requirement that the signals be

equally spaced in the real domain. Since the temporal to spatial mapping procedure used in equation

19 produces unevenly spaced points, a simple linear interpolation of u(si) is used to remap the velocity

signals onto a set of points separated by the constant value∆s, the mean of the separations of si.

The spectral energy of the resulting spectrum is then computed using:

E(ki) =

(
|U(ki)|

N

)2

(21)

Additionally, rather than performing a single FFT of the entire signal history, the dataset is chopped

into overlapping windows (eight windows of four flowtimes each), and the spectra computed for all the

windows are averaged together. This reduces the amount of sampling noise in the signal and additionally
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Fig 8. X-component velocity spectrum energy Ex for points 02, 07, and 10.

cuts off spurious high wavelength modes that would otherwise cause problems. The results for the three

points sampled in the flow domain are shown in figure 8.

On the y axis the spectral energy of each wave is plotted (roughly speaking its magnitude in the decom-

position), starting with large structures on the left (low wavenumber, high wavelength) and moving down

toward smaller structures (high wavenumber, low wavelength) to the right. The dotted line represents

the Nyquist wavenumber, computed from two cell lengths, the smallest possible structure resolvable on

the numerical grid.

The most interesting feature of the computed spectra is the forest of sharp peaks present at high

wavenumbers, particularly at point 02, which indicate a dominant frequency somewhere around k =
2 × 102m−1 with several higher frequency harmonics. These are the periodic structures visible in the

pressure colour maps, the result of rhythmic oscillations in the shock structure around the jet. Moving

downstream to point 07 the dominant mode has lost some of its energy and most of the harmonics are no

longer present, and by point 10 the dominant frequency is the only one remaining. This decay of initially

ordered disturbances into a smooth blend of frequencies is a key feature of turbulent transition, but the

spectra demonstrate that this process is only partially complete at the outflow to the domain.

At high wavenumbers all three spectra contain a strange feature: A clean section of constant slope with

that begins well above the cutoff wavenumber and terminates just beyond it. This area of the spectrum

seems to be dominated by red (or Brownian) noise, produced by random floating point rounding errors

in the code being integrated in time. The telltale signs of red noise are a spectral density proportional

to 1/f2, as well as the signature little foot at the largest wavenumbers where the source of the original

(white) noise is present. This implies that small scale fluctuations in the CFD are being dispersed by the

numerical scheme and flowing back up the spectrum until they meet the turbulent fluctuations flowing

back down. The turbulent fluctuations, being much larger in magnitude, then dominate the upper part of

the spectrum.

6.3. Wall Heat Transfer

This subsection compares results from the LES simulation to some preliminary experimental data, as

well including two RANS models that are commonly used in the MPIA literature, with the goal of assess-

ing their overall accuracy. Both turbulent transition and heat transfer prediction are notable challenges

for CFD modelling, so the lessons of the analysis may have a more general application beyond MPIA

flow dynamics specifically.

The wall heat transfer rate is computed as the dot product of the wall normal vector nj and the heat

conduction vector qj (equation 10):

HiSST-2022-0142

LES of MPIA Transition

Page | 11

Copyright © 2022 by the author(s)



HiSST: International Conference on High-Speed Vehicle Science & Technology

q = qjnj (22)

Figure 9 displays the normalised non-dimensional heat transfer to the wall behind the MPIA. Heat trans-

fer rates have first been nondimensionalised into Stanton numbers by dividing by the heat capacity of

the freestream fluid:

St =
q

ρinfuinf(h0 − cpTw)
(23)

Additionally, the nondimensional heat transfers have been normalised by the laminar heat transfer rate,

as predicted by a laminar CFD solution with noMPIA injection (in the simulated results), and asmeasured

by a laminar experimental test with no MPIA injection (in the experimental results). This normalisation

cancels out any systematic bias in the sensors and focuses the analysis on the performance of the

turbulence models in accounting for the difference. Thus the normalised heat transfer St/Stlam is shown

in figure 9.
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Fig 9. Normalised MPIA wall heat transfer, turbulence model comparison.

Figure 9 contains the results of four simulations. The first is the high fidelity LES calculation using the

IDDES turbulence model. This simulation is marked ”Transitional” to indicate that it uses a laminar

inflow, computed from the larger, coarser simulation and fed into the fine grid using an inflow boundary

condition. This is consistent with the experimental results, where the boundary layer is known to be

laminar until the MPIA.

Also included are two RANS turbulence models that are popular in the hypersonics community, the one-

equation Spalart-Allmaras (SA) model and the two equation Menter Shear-Stress-Transfer (SST) model.

SST in particular has been used for a number of MPIA investigations such as [4] and [5]. These simula-

tions use a slightly different inflow based on turbulent-from-the-leading-edge RANS with their respective

models, and hence are marked ”Fully Turbulent”. The final simulation is an SA-RANS calculation ini-

tialised in the same manner as the LES, using a laminar inflow, and hence is marked ”Transitional” in

the same way.

HiSST-2022-0142

N. Gibbons and T. Vanyai and V. Wheatley

Page | 12

Copyright © 2022 by the author(s)



HiSST: International Conference on High-Speed Vehicle Science & Technology

The most obvious result from the figure is that in all the simulations the heat transfer behind the MPIA is

higher than in the laminar flow, i.e. St/Stlam > 1. This indicates that any film cooling effect that may be

present is cancelled out by the immediate transition to turbulence that occurs behind the final injector.

The “fuel” in this cases is actually molecular Nitrogen (an inert substitute for the short hydrocarbons used

in the other experiments), which is heavier than the Hydrogen typically used by MPIA researchers, low-

ering its potential for film cooling. Nonetheless the results are consistent with the hydrogen experiments

of [8], who found no film cooling in the laminar/transitional case.

The next important difference is that the LES results predict higher heat transfer than any of the RANS

results, which are cluster together lower down on the graph. The different methods also demonstrate

qualitative differences. The RANS results are characterised by a slow, almost linear, rise in the region

past the MPIA. In contrast the LES results display some interesting structure, a rapid rise to a local

peak, and then an area of roughly flat mean heat transfer where the variance grows as the turbulence

develops. These variances are indicated by the grey shaded area on the graph, representing the 5th

and 95th percentile values of the unsteady heat transfer dataset used to compute the mean. Obviously

this higher order information is unavailable for the RANS simulations, but it is interesting to inspect the

size of the fluctuations in heat transfer, which do not simply vary around the mean but flow past the

wall in huge spikes and troughs reach up to almost twice the mean in some places, and down almost to

laminar level in others.

The final point of comparison is the experimental data points, outlined as black circles on the plot. The

results imply that the RANS models are underpredicting the turbulent heat transfer, and that the LES

model is predicting it reasonably well. There are not enough data points to check whether the qualitative

trend in the LES simulation is right (a quick increase followed by a shallow rising trough), but the results

are much closer to the mean of the LES results than the RANS calculations are, likely due to the LES

model’s greater sophistication in handling the complex flow physics involved.

7. Conclusions

A numerical investigation of a supersonic, non-reacting, Multiport Injector Array has been undertaken

using high-fidelity Large Eddy Simulation. The simulated conditions matched an experimental setup

where the MPIA is used to transition the boundary layer on a model scramjet inlet, at conditions matching

Mach 7.6 with a dynamic pressure of 50kPa.

The simulated flow field consisted of an unsteady plume of injectant flowing out of the injectors and

mixing turbulently with the boundary layer. The turbulent structures in this plume are highly three dimen-

sional and not fully developed, without a clear separation between low wavenumber energy containing

scales and high-wavenumber dissipative structures. Superimposed on the turbulent field are large scale

harmonic disturbances in the ≈ 100 kHz range, generated by periodic oscillations of the shock structure

around the MPIA. This behaviour seems to emerge from poorly understood coupling between the jets,

where unsteady motion from an upstream jet excites forced oscillations in a downstream one, producing

disturbances that pass into the boundary layer for many hundreds of millimetres. Since boundary layer

transition is known to be sensitive to certain frequencies, it may be possible to tune this phenomenon

to promote rapid transition behind an MPIA used specifically as a trip. At present however, not much

is known about the relationship between these frequencies and MPIA variables such as injector radius,

freestream momentum ratio, and spacing. Better analytical and LES/DNS modelling will be needed to

establish this relationship.

A second important issue addressed in this paper is the fidelity of numerical turbulence models for pre-

dicting heat transfer in complex MPIA flowfields. A preliminary experimental comparison suggests that

the real heat transfer behind the MPIA is quite high compared to the laminar level, due to turbulent

transport of high momentum freestream flow down toward the wall. The RANS frameworks tested un-

derpredicted this difference, starting with a low value close to the laminar level and rising slowly and

smoothly in the streamwise direction. In contrast the LES results are fairly close to the experimental

measurements and provide a much richer simulation of the physics of mixing and transition in the near

wall region. This greater success is due to the resolved motion present in the LES solution; the ed-
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dies, shocklets, hairpins, and vortices that transport momentum and energy in much the same way as

the real turbulence does. Future numerical studies of MPIA behaviour that make specific claims about

heat transfer levels or mixing performance should consider using unsteady turbulence modelling such

as LES or DNS. These models may be complex, but this complexity is well-suited to the reality of the

MPIA flowfield, and the results of high-fidelity modelling can be used to tune and validate lower-fidelity

models, which in turn are applied to physical experiments in wind tunnels and flight models, and in turn

to the development of a next generation of flying hypersonic aircraft.
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